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Abstract

We consider the manipulation of hierarchically-structured documents within a complex workflow system. Such a system may consist of several subsystems distributed over a computer network. These subsystems can concurrently update partial views of the document. At some points in time we need to reconcile the various local updates by merging the partial views into a coherent global document. For that purpose, we represent the potentially-infinite set of documents compatible with a given partial view as a coinductive data structure. This set is a regular set of trees that can be obtained as the image of the partial view of the document by the canonical morphism (anamorphism) associated with a coalgebra (some kind of tree automaton). Merging partial views then amounts to computing the intersection of the corresponding regular sets of trees which can be obtained using a synchronization operation on coalgebras.

Keywords: Context-Free Grammars, Coalgebras, Anamorphisms, Merging Structured Documents.

1 Introduction

The data perspective of a workflow management system puts emphasis on the flow of business documents between activities. A complex workflow system may consist of several subsystems distributed over a computer network. These subsystems can concurrently update partial views of the document. At some points in time we need to reconcile the various local updates by merging the partial views into a coherent global document. Merging of structured documents has already been considered
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in previous studies on the structural merging of XML documents [23, 8, 9, 21, 4, 24], on file synchronization [6], or on software merging [15, 25]. However, the merge operation that we have in mind here is much simpler than these. One initiates a new activity (a case) in a workflow system by introducing a document (e.g., a form). During its lifetime within the system this document grows by incorporating new information until the processing of the case is complete and the document exits the system. Therefore, normally such a document has a finite lifetime and when updating such a document there is no need to erase information (In general, it would even be considered undesirable to do so). This situation greatly simplifies the merge operation in comparison to the existing strategies noted above, where conflicts during the merge operation essentially come from erasing or restructuring operations.

A hierarchical-structured document is intentionally represented as a tree decorated with attributes. Some of these attributes may describe the physical appearance of the document. The set of legal structures is given by a context-free grammar together with some constraints on attributes (that may be given, for instance, by the semantic rules of an attribute grammar). We forget about the attributes; these are related to semantic issues that can be treated independently of the purely structural aspects that we address in this article. Therefore, we do not consider any concrete syntax of the document, since these concrete syntaxes can also be given by specific attributes. Therefore, we forget about the terminal symbols of the grammars and end up with so-called abstract context-free grammars. These grammars may be identified with tree automata, thus characterizing legal documents as a regular set of (abstract syntax) trees. Under the mild assumption that any production is characterized by its left and right-hand side, abstract-syntax trees (trees labelled by productions) coincide with derivation trees (trees labelled by grammatical symbols).

We not only consider that documents flow in the system but also that some copies of a same document may simultaneously exist in different parts of the system and can asynchronously be manipulated by a set of independent actors. For instance, some actor, with a specific domain of expertise, can operate on the document through interfaces based on a domain-specific language corresponding to his particular role. There is no reason that these tools, that can have be developed independently, can be aware of the global grammar and can manipulate the document as a whole. Thus, each such actor operates on a distinct partial view of the whole structure of the document. In this paper we consider that a specific view (of the grammar) is given by a subset of grammatical symbols, namely those corresponding to syntactical categories that are meaningful in the corresponding domain of expertise. The partial view of the document interpreted as a derivation tree (or projection of the document according to the view) is the tree obtained by erasing invisible grammatical symbols while preserving its structure (a node in the projection is a successor of another node if and only if the same relation holds in the original document). Of course this notion of view is reminiscent of similar, and more involved, notions that were introduced in the context of database theory or more recently in the XML community [1, 7]. In this context, views are often defined in terms of a set of operations on XML documents.
combining projection (by restriction to certain XML elements), selection (from the value of certain attributes) and swap (changing the order of appearance of certain elements). These XML views can be created using query languages like XSL [34] or XQuery [33] advocated by the World Wide Web Consortium. Since we have discarded attributes and, in particular, are not interested in the physical appearance of documents, the simple notion of view that we are considering fits perfectly our needs. We can relate the abstract view of documents used in this article to more concrete representations using bidirectional tree transformations [28,29,30].

We define a binary merge operator so that merging a finite set of partial views can be realized by an iterated application of that (commutative and associative) binary operator. Even if we assume that the set of all partial views should determine unambiguously the global document, there is no reason to believe that the binary merge operator produces a unique document; in general, it would even produce an infinite set of documents. It happens that the set of (legal) documents associated with a given partial view is a regular set of trees generated by a tree automaton starting from the partial view considered as the initial state. Such a tree automaton is presented as a coalgebra for a certain functor; the carrier of the (unique) fixed point of this functor is thus a coinductive data type whose elements can be interpreted as representations of a potentially-infinite sets of trees. We call the anamorphism associated with a tree automaton the canonical coalgebra morphism from the tree automaton, viewed as a coalgebra, to the terminal coalgebra. Then the set of trees recognized by a tree automaton from an initial state is encoded by the image of this initial state by the associated anamorphism. Merging partial views then amounts to computing the intersection of the corresponding regular sets of trees which can be obtained using a synchronization operation on coalgebras.

The structure of the document grows as it flows through the workflow system. Thus the tree representation of the document should contain open nodes, that are leaves from which the structure may evolve (the so-called buds of the tree). We deduce a natural order relation on documents where \( t_1 \leq t_2 \) if \( t_2 \) may be obtained from \( t_1 \) by replacing some buds of \( t_1 \) by trees, we then say that \( t_2 \) is an update of \( t_1 \). A document is complete if it contains no buds, it is a maximal element. Initially, we restrict our attention to complete documents and we address the problem of coherence of views: can we decide whether there exists some (global) document corresponding to a given set of partial views (as defined in Section 3) and in the affirmative, can we produce such a document? We provide a solution to that problem, in Section 4, based on an expansion algorithm which produces a representation of the (regular) set of documents associated with a given view. That representation is an arena, a coinductive data structure that we introduce in Section 2 to represent potentially-infinite sets of trees. We then adapt in Section 5 this expansion algorithm in the case of trees with open nodes so that it produces a representation of all possible updates of documents with the given partial view. Reconciliation of local updates may then be obtained by looking at a minimal element in the intersection of the expansions of the corresponding partial views. All
algorithms are given in the functional language Haskell; a short appendix gives a set of Haskell notations that should be sufficient for understanding the code given in the article.

2 Trees and arenas

We introduce a coinductive data structure to represent potentially infinite sets of trees. Elements of that data type, defined as the fixed point of a functor, are called arenas by analogy with game theory: a tree is a member of an arena if it can be viewed as a strategy for the game defined by the arena. We show that we can decide whether a finitely-presented arena is empty. An arena presented by a coalgebra (a generator) together with an element of the carrier set of this coalgebra (a germ) is the image of the germ by the anamorphism associated with the generator (i.e., the unique coalgebra morphism from the generator to the terminal coalgebra). A coalgebra can be interpreted as a tree automaton and then the arena presented by a tree automaton and an initial state (the germ) is simply a representation of the regular set of trees generated by the tree automaton from the given initial state.

**Definition 2.1** A tree over an alphabet $A$ is a partial map $t : \mathbb{N}^* \rightarrow A$ whose domain $\text{Dom}(t) \subseteq \mathbb{N}^*$ is a prefix closed set such that for all $u \in \text{Dom}(t)$ the set \{ $i \in \mathbb{N}$ | $u \cdot i \in \text{Dom}(t)$ \} is an interval $[1, \cdots, n] \cap \mathbb{N}$; integer $n$ is the arity of node $u$. If $t_1, \cdots, t_n$ are trees and $a \in A$ we let $t = a(t_1, \ldots, t_n)$ denote the tree $t$ of domain $\text{Dom}(t) = \{\varepsilon\} \cup \{i \cdot u \mid 1 \leq i \leq n, u \in \text{Dom}(t_i)\}$ with $t(\varepsilon) = a$ and $t(i \cdot u) = t_i(u)$.

We choose Haskell, a lazy functional language, to present the various algorithms since the presented solution relies heavily on inductive data structures. Trees may be described in Haskell by the following data type definition

```haskell
data Tree a = Node {top :: a, succ_ :: [Tree a]}
```

The polymorphic structure of an arena is then introduced as:

```haskell
newtype Arena a = Or {unOr :: [(a,Arenas a)]}
newtype Arenas a = And {unAnd :: [Arenas a]}
```

The first definition states the existence of an isomorphism

$$\text{Arena } a \cong [(a, \text{Arenas } a)]$$

given by the constructor $\text{Or}$ and the selector $\text{unOr}$:

$$\text{Or} :: [(a, \text{Arenas } a)] \rightarrow \text{Arena } a$$

$$\text{unOr} :: \text{Arena } a \rightarrow [(a, \text{Arenas } a)]$$

An arena arena represents the set of trees whose shape conforms to one of the patterns given in the corresponding list $\text{unOr}$ arena (a disjunction). Each such pattern is a pair $(a,\text{arenas})$ made of an element $a$ and a list of arenas (a conjunction). A tree conforms to that pattern if its root is labelled $a$ and its subtrees conform to the respective patterns in the list $\text{unAnd}$ arenas. The derived isomorphism

$$\text{Arena } a \cong [(a, \text{[Arena } a])]$$
shows that this data structure is the fixed point of functor \( f \) where \( f a x = [(a,[x])] \) (using Haskell notations where \((a,x)\) represents the cartesian product \(a \times x\)). The semantics of Haskell recursive datatypes, associated with regular functors, is given by their unique fixed-point in the category of pointed CPOs and strict continuous maps. Notice, however, that the functors for arenas has the form \( \varphi(FX) \) where the powerset monad, represented here by the list monad, represents a non-deterministic choice and \( FX = A \times [X] \) is the functor whose initial algebra is the datatypes of trees, i.e. the inhabitants of the arenas. Thus, the corresponding coalgebras, which, as we see below, can be interpreted as special kind of tree automata, fit in the theory of systems as presented in \cite{18} where monad \( \varphi \) and endofuctor \( F \) represent respectively, the non-deterministic branching and the transition type of these tree automata.

We graphically represent an arena as a tree with two kinds of nodes. An example of an arena is depicted in Fig. 1 where the annotations (*) and (**) mean that the subtrees stemming from nodes with an identical annotations are the same. An “or” node represents an arena while an “and” node represents a list of arenas. An “or” node representing an arena \( t = \text{Or atss} \) has as many successors as there are elements \((a,ts)\) in the list \( atss \); the arc associated with this element is labelled \( a \) and the corresponding successor is an “and” node corresponding to the list \( ts \). Thus, if the set \( atss \) is empty this node has no successor; and “or” with no successor represent an empty set of trees and we represent it by the symbol \( \bot \). A list of arenas \( ts \) is associated with an “and” node whose outdegree is the length of the list. The \( i^{th} \) successor is the “or” node associated with the \( i^{th} \) element of the list. If this list is empty the node has no successor and is denoted \( \top \). We say that a tree \( t = \text{Node}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{arena_tree.png}
\caption{An arena: a coinductive datatype representing a set of trees}
\end{figure}

\( a \) \( ts \) is a member of an arena if there exists, at the root, an arc labelled \( a \) leading to an “and” node whose outdegree coincides with the length of \( ts \) and, such that, recursively, each tree in the list \( ts \) is a member of the arena represented by the subtree rooted at the successor node of the “and” node with the same rank. This corresponds to the following function:

\begin{verbatim}
isMember :: (Eq a) => Tree a -> Arena a -> Bool
isMember (Node a ts) arena =
\end{verbatim}
or [and (zipWith isMember ts (unAnd arenas))] 
  (elet,arenas) <- unOr arena, 
  elet == a, 
  (length ts)==(length (unAnd arenas))]

For instance, the arcs in bold face in Fig. 1 shows the membership of the tree
Node a[Node a [Node b [], Node c []],Node c []]
to the corresponding arena. We readily see in Fig. 2, the form of the trees in the arena of Fig. 1.

\[\text{Fig. 2. Trees in the arena of figure 1}\]

A (finite) tree that belongs to the set represented by an arena can be identified with the subtree of the arena induced by a set of nodes with the following property: it is a finite connected set of nodes containing the root and such that (i) every “or” node in this set admits exactly one successor of this node in this set, and (ii) every successor of an “and” node in this set also belongs to this set. We say that the tree is embedded in the arena and we identify the tree with its embedding. Similarly, we say that a tree is embedded in an arena at an “or” node if it is embedded in the arena represented by the tree rooted at this node. Intuitively, to embed a tree in an arena we start from the root of the arena and in each “or” node we choose an arc (whose label gives the label of the current node of the tree), and at each “and” node we visit in parallel all the successors of this node (each of them recursively provides the respective subtree of the embedded tree). We are only interested in finite trees, so this construction must terminate and, therefore, each such path should reach a node with no successor. These nodes cannot be “or” nodes because if such node has no successor there is no means to choose one of them at it is required by condition (i). The leaves of the embedded tree will therefore correspond to “and” nodes with no successor (the ⊤ nodes).

The interpretation of an “or” node (also called its extension) is the set of trees embedded from this node. The interpretation of an “and” node of outdegree n is the set of n-tuples of trees each of whose element is taken from the extension of the corresponding successor of this node. Therefore, if an “and” node contains a ⊥ as a successor (i.e., an “or” with no successor) its extension will be empty and it will not contribute to the extensions of the nodes above it, and, in particular, to the root. Thus, we do not modify the extension of the arena by cutting off the arc leading to such a node. By doing so one can introduce a new node ⊥. We, therefore, iterate this “cleaning” operation as long as there are no remaining ⊥ node except maybe the root which is then the unique node representing an arena with an empty extension.
If the arena is finite one can enumerate its extension by the following function:

```haskell
enumerate :: Arena -> [Tree a]
enumerate arena = [Node elet ts |
    (elet,arenas) <- unOr arena,
    ts <- dist (map enumerate (unAnd arenas))]
```

```haskell
dist :: [[a]] -> [[a]]
dist [] = [[]]
dist (xs:xss) = [y:ys | y <- xs, ys <- dist xss]
```
and test the emptyness of this set

```haskell
isEmpty :: Arena a -> Bool
isempty arena = and[or (map isEmpty (unAnd arenas)) |
    (_,arenas) <- unOr arena]
```

A coalgebra for the functor \( f \) a is a map:

\[
coalg : x \rightarrow [(a, [x])] 
\]

that can be interpreted as a (top down) tree automaton:

- \( a \) is the type of labels of the trees
- \( x \) is the type of states
- \( q \rightarrow (A, [q_1, \ldots, q_n]) \) is a transition of the automaton when the pair \( (A, [q_1, \ldots, q_n]) \) appears in the list \( coalg \ q \).

To recognize a tree by a tree automaton starting from some initial state we proceed as follows:

- We associate the root of the tree with the initial state.
- If a node labelled \( A \), associated with a state \( q \), has \( n \) successors not yet associated with states, and if \( q \rightarrow (A, \langle q_1, \ldots, q_n \rangle) \) is some transition of the tree automaton, then we associate each of its successor nodes with the respective states \( q_1 \) to \( q_n \).
- The tree is recognized when we have associated each of its nodes with some state.

The anamorphism associated with the coalgebra is given as follows:

```haskell
type Coalg a b = b -> [(a, [b])] 
apa :: Coalg a b -> b -> Arena a 
apa coalg gen = Or[(a,And (map (apa coalg) gens)) | (a,gens)<=coalg gen]
```

An element in the carrier set of the coalgebra is a germ from which the anamorphism produces an arena. When a coalgebra is interpreted as a tree automaton auto, a germ is a state and the expression \( \text{auto init} \) is an arena whose extension is the set of trees recognized by the tree automaton from the initial state init. In the sequel we identify coalgebras and tree automata. For instance, the extension of the arena of Fig. 1 is the set of trees recognized by the tree automaton, with initial
state $q_0$, and with the following transitions:

$$q_0 \to (a, [q_1, q_2]) \quad q_1 \to (a, [q_1, q_2]) \quad q_2 \to (c, []) \quad q_3 \to (b, [])$$

$$q_0 \to (a, [q_2, q_3]) \quad q_1 \to (b, []) \quad q_3 \to (a, [q_2, q_3])$$

One can decide whether the language of a tree automaton is empty if the set of states accessible from the initial state is finite by proceeding as follows. A marking of this set of states $Q$ is a subset of states $m \subseteq Q$ such that for any transition $q \to (A, [q_1, \ldots, q_n])$, state $q$ is marked as soon as each of $q_1$ to $q_n$ is marked. The language of the tree automaton is non-empty if and only if the initial state belongs to the least marking $m_{\text{min}}$. More precisely, $m_{\text{min}} = \bigcup_{n \in \mathbb{N}} m_n$ where the sequence $m_n$ is given by $m_0 = \emptyset$ and $m_{n+1}$ contains those states $q$ for which there exists a transition $q \to (A, [q_1, \ldots, q_n])$ such that every $q_i$ in the right-hand side is in $m_n$. It immediately follows that $q \in m_n$ if and only if there exists a tree of depth less or equal to $n$ recognized from state $q$. Of course we may, at each stage, mark only states that have not already be marked, which amounts to associating each state $q$ with trees of minimal depth recognized from $q$.

We present a variant of the above classical marking algorithm in terms of the structure of arena. For that purpose we label each “or” node by the corresponding state of the tree automaton and we prune the resulting tree as follows. For each rooted path we consider the first occurrence of a node labelled by a state that already labels some node before it along this path (as the set of states accessible from the initial state is finite we can always find such a repetition at a depth bounded above by the cardinality of that set). Then we cut all arcs stemming from such a node which, thus, becomes $\perp$. Figure 3 gives the pruning of the arena of Fig. 1. In this figure we also have represented the cleaning operation (suppression of the internal $\perp$) applied after pruning.

After pruning we obtain a finite branching tree with no infinite branch, hence, a finite tree by Koenig lemma. Therefore, the functions `enumerate` and `isEmpty` previously introduced can be used. For instance, the extension of the arena of Fig. 3
is reduced to the following two trees:

\[ \text{Node } a \ [\text{Node } b \ []], \text{Node } c \ [] \text{ and Node } a \ [\text{Node } c \ []], \text{Node } b \ [] \]

**Proposition 2.2** An arena has an empty extension if and only if its pruning has an empty extension.

**Proof.** On the one hand, it is clear that by pruning an arena one can only decrease its extension. We, therefore, have to check that the pruning of an arena with a non-empty extension has a non-empty extension. For that purpose we introduce a reduction operation that transforms any tree embedded in an arena into a tree embedded in its pruning. Let us, therefore, consider a (finite) tree embedded in an arena. We take the subtree rooted at a node marked \( \bot \) by the pruning operation and we glue this tree in place of the subtree rooted at the node above along the same path that is labelled with the same state. As the arenas rooted from these respective nodes are identical, since they are generated from the same state, it follows that the new tree is still embedded in the original arena. By doing so the size of the tree has strictly decreased, therefore such transformations can only be applied a finite number of time leading to a tree embedded into the pruning of the arena. \( \square \)

We present the following algorithm to decide the emptiness of the extension of a finitely-presented arena. It is an adaptation of the function `isEmpty` which amounts to applying this function to the pruning of the arena. For that purpose we add a parameter that accumulates the set of states encountered along the path so that we can prune at the first repetition of a state.

\[
\text{void :: (Eq b) => Coalg } a \ b \rightarrow b \rightarrow \text{Bool}
\]

\[
\text{void auto init = isVoid [] init where}
\text{isVoid path state | elem state path = True}
| otherwise =
  \text{and [or(map (isVoid (state:path)) states) | (_,states) <- auto state]}
\]

In the same manner the following function provides an enumeration of the extension of the pruning of a finitely-generated arena. Thus, not only can we decide on emptiness, but when the extension is non-empty we can provide the “simplest” possible witnesses (taken from the extension of the pruning of the arena).

\[
\text{enum :: (Eq b) => Coalg } a \ b \rightarrow b \rightarrow \text{[Tree } a\text{]}
\]

\[
\text{enum auto init = enum_ [] init where}
\text{enum_ path state | elem state path = []}
| otherwise =
  [Node elet trees |
  (elet,states) <- auto state, 
trees <- dist (map (enum_ (state:path)) states)]
\]
3 Structured documents and their partial views

We consider only the structure of documents without paying attention to their contents or to any of their concrete attributes. A document is legal if it conforms to some abstract context-free grammar.

**Definition 3.1** An abstract context-free grammar \( G = (S, P, A) \) consists of a finite set \( S \) of grammatical symbols, a particular grammatical symbol \( A \in S \) called **axiom**, and a finite set \( P \subseteq S \times S^* \) of **productions**. A production \( P = (X_{P(0)}, X_{P(1)} \cdots X_{P(n)}) \) is noted \( P : X_{P(0)} \rightarrow X_{P(1)} \cdots X_{P(n)} \) and \( |P| \) gives the length of the right-hand side of \( P \).

We represent a grammar with the following Haskell definition

```haskell
data Gram prod symb = Gram{prods :: [prod],
  symbols :: [symb],
  lhs :: prod -> symb,
  rhs :: prod -> [symb]}
```

where the selectors give, respectively, the list of production names, the list of grammatical symbols, the left-hand side and right-hand side of each production. To conform to Def. 3.1 we shall nevertheless assume that each production is characterized by its left and right-hand side. A grammar is a coalgebra:

```haskell
gram2coalg :: (Eq symb) => Gram prod symb -> Coalg prod symb
gram2coalg gram symb = [(p,rhs gram p) | p <- prods gram,
  symb == lhs gram p]
```

The extension of the arena

```haskell
ast gram symb = ana (gram2coalg gram) symb :: Arena prod
```

is the set of abstract syntax trees for the grammar associated with the given grammatical symbol, where

**Definition 3.2** The set **\( AST(G, X) \) of abstract syntax tree** for grammar \( G \) and associated with grammatical symbol \( X \) is made of the trees of the form \( P(t_1, \ldots, t_n) \) where \( P \) is a production of the grammar such that \( X = X_{P(0)} \), \( n = |P| \) and \( t_i \in AST(G, X_i) \) for all \( 1 \leq i \leq n \). Abstract syntax trees are therefore the terms for the multi-sorted signature whose sorts are the grammatical symbols and whose operators are the production where production \( P : X_{P(0)} \rightarrow X_{P(1)} \cdots X_{P(n)} \) is viewed as an operator of arity \( X_{P(1)} \times \cdots \times X_{P(n)} \rightarrow X_{P(0)} \).

For each grammatical symbol the corresponding set of abstract syntax trees is, thus, a regular set. A document is an abstract syntax tree associated with the axiom of the grammar. Since we have assumed that each production is characterized by its left and right-hand side, a document may equivalently be represented as a derivation tree, i.e., a tree whose node are labelled with grammatical symbols:

**Definition 3.3** The set **\( Der(G, X) \) of derivation trees** for grammar \( G \) and associated with grammatical symbol \( X \) is made of the trees of the form \( X(t_1, \ldots, t_n) \) for
which there exists a production $P$ such that $X = X_{P(0)}$, $n = |P|$ and $t_i \in \text{Der}(\mathcal{G},X_i)$ for all $1 \leq i \leq n$.

A view $\mathcal{V} \subseteq \mathcal{S}$ is a subset of grammatical symbols which are meaningful for some part of the system. The projection associated with a view consists in erasing the invisible grammatical symbols while preserving the structure; it is a forest (a list of trees) reduced to a single tree in case the axiom is a visible symbol:

$$\text{projection :: (symb -> Bool) -> Tree symb -> [Tree symb]} \quad \text{projection view der = if view (top der) then [Node (top der) sons] else sons}$$

$$\text{where sons = concat (map (projection view)(succ_ der))}$$

**Example 3.4** Suppose that we have a grammar with $\{A, B, C\}$ as the set of grammatical symbols, where $A$ is the axiom, and with the following productions:

$$
\begin{align*}
P_1 & : A \rightarrow CB \\
P_2 & : A \rightarrow \varepsilon \\
P_3 & : B \rightarrow CA \\
P_4 & : B \rightarrow BB \\
P_5 & : C \rightarrow AC \\
P_6 & : C \rightarrow CC \\
P_7 & : C \rightarrow \varepsilon
\end{align*}
$$

Figure 4 shows a derivation tree for the grammar of Example 3.4 together with its projections on the subalphabets $\{A, B\}$ and $\{A, C\}$, respectively. By iteration of production $P_6 : C \rightarrow C C$ we can produce (see Fig. 5) an infinite number of derivation trees having the same partial view.
4 Coherence of views

The problem of coherence of views is to decide whether there exists some (global) document corresponding to a given set of partial views and, if so, to produce such a document. In this section we provide a solution to that problem based on an expansion algorithm which produces a representation of the (regular) set of documents associated with a given view. We are looking for a function

\[
\text{expansion} :: (\text{Eq symb}) \Rightarrow \text{Gram prod symb} \rightarrow (\text{symb} \rightarrow \text{Bool}) \rightarrow \text{symb} \\
\rightarrow [\text{Tree symb}] \rightarrow \text{Arena prod}
\]

such that the value of the expression \(\text{expansion} \text{ gram view symb forest}\) is an arena whose extension is the set of abstract syntax trees (associated with a given grammar and symbol) whose projection according to the view given in the argument list is the forest also given in the argument list. That function is defined as an anamorphism

\[
\text{expansion} \text{ gram view axiom ts} = \text{ana gramview (axiom, ts)}
\]

where \(\text{gramview} = \text{gram2coalgview gram view}\) for a tree automaton (or coalgebra) \(\text{gramview} = \text{gram2coalgview gram view asso-}
\]

associated with the grammar and the view. The states of this automaton are pairs \((X, ts)\) consisting of a grammatical symbol \(X\) together with a list of trees. Trees to be recognized from this state are all abstract syntax trees whose root is labeled by a production with symbol \(X\) on the left-hand side and such that the corresponding partial view is either the list \(ts\) when \(X\) is an invisible symbol, or the list reduced to the tree \((\text{Node} X ts)\) if \(X\) is a visible symbol. If \(\text{forest}\) is the forest for which we want to compute the expansion then, either the axiom is visible and then that forest should be reduced to a unique tree \(\text{forest} = [\text{Node} \text{ axiom} t_s]\) and we let \(q_0 = (\text{axiom}, ts_0)\) as initial state, or the axiom is an invisible symbol and we let \(q_0 = (\text{axiom}, \text{forest})\) be the initial state. Suppose that a node associated with production \(p : A_0 \rightarrow A_1 \cdots A_n\) is labeled by the pair \((\text{symbol}, ts)\). It should be the case that \(\text{symbol} = A_0\) and that we can find lists of trees \(ts_1, \ldots, ts_n\) such that \(ts\) can be decomposed as \(ts = ts_1 ++ \cdots ++ ts_n\) such that \(ts_i = ts_i\) if \(A_i\) is invisible and \(ts_i = [\text{Node} A_i ts_i]\) if \(A_i\) is visible. Transitions of this automaton are of the form

\[
(A_0, ts) \rightarrow (p, [(A_1, ts_1), \ldots, (A_n, ts_n)])
\]

where \(p : A_0 \rightarrow A_1 \cdots A_n\) is a production of the grammar, and symbol \(A_0\) and sequences of trees \(ts\) and \(ts_i\) satisfy the above conditions. The function computing this tree automaton is given as follows:

\[
\text{gram2coalgview} :: (\text{Eq symb}) \Rightarrow \text{Gram prod symb} \rightarrow (\text{symb} \rightarrow \text{Bool}) \\
\rightarrow \text{Coalg prod (symb, [Tree symb])}
\]

\[
\text{gram2coalgview} \text{ gram view (symbol, ts)} = \\
[(p, \text{zip (rhs gram p) tss}) | p \leftarrow \text{prods gram}, \\
\text{symb} \Rightarrow \text{lhs gram p}, \\
\text{tss} \leftarrow \text{match view (rhs gram p) ts}]
\]
The function \textit{zip} associates each symbol in the right-hand side of the production with a list of trees in order to form the state to be attached to the corresponding argument in the transition of the automaton. The function \textit{match view} takes as a first argument a list of grammatical symbols $A_1 \ldots A_n$, the second argument is a sequence of trees $ts$ and it generates all lists $[ts_1, \ldots , ts_n]$ associated with decompositions $ts = ts'_1 + + \cdots + + ts'_n$ of $ts$ where $ts'_i = ts_i$ if $A_i$ is invisible and $ts'_i = [\text{Node } A_i \ ts_i]$ otherwise, in order to associate them with the symbols $A_i$.

$$
\text{match} :: (\text{Eq symb}) \Rightarrow (\text{symb} \rightarrow \text{Bool}) \rightarrow [\text{symb}] \rightarrow [\text{Tree symb}] \\
\rightarrow [[[\text{Tree symb}]])
$$

$$
\text{match view } [] \ ts = \text{if null ts then } [] \text{ else } []
$$

$$
\text{match view } (\text{symb} : \text{symbs}) \ ts = \text{[(ts1:ts2) |}
\hspace{1cm} (ts1,ts2) \prec \text{matchone view symb ts,}
\hspace{1cm} tss \prec \text{match view symbs ts2]}
$$

$$
\text{matchone} :: (\text{Eq symb}) \Rightarrow (\text{symb} \rightarrow \text{Bool}) \rightarrow [\text{symb}] \rightarrow [\text{Tree symb}] \\
\rightarrow [[[\text{Tree symb}],[\text{Tree symb}])]
$$

$$
\text{matchone view symb ts = if view symb}
\hspace{1cm} \text{then if } (\text{null ts}) \text{ else } [(\text{top (head ts)/=}\text{symb})]
\hspace{1cm} \text{then } [] \text{ else } [(\text{succ_ (head ts)}, \text{tail ts})]
\hspace{1cm} \text{else split ts}
$$

$$
\text{split :: [a] \rightarrow [[a],[a]]}
$$

$$
\text{split } [] = [[[],[]]]
$$

$$
\text{split } (x:xs) = [[[[],x:xs]] + [(x:xs1, xs2) | (xs1, xs2) \prec \text{split xs]}}
$$

By unfolding the definition of function \textit{expansion} we obtain the following reformulation:

$$
\text{expansion} :: (\text{Eq symb}) \Rightarrow \text{Gram prod symb} \rightarrow (\text{symb} \rightarrow \text{Bool}) \rightarrow \text{symb} \\
\rightarrow \text{symb} \rightarrow [\text{Tree symb}] \rightarrow \text{Arena prod}
$$

$$
\text{expansion gram view axiom ts} = g (\text{axiom,ts}) \text{ where}
\hspace{1cm} g (\text{symb,ts}) = \text{Or } [(\text{p, And (map g (zip (rhss gram p)ts))}) |}
\hspace{1cm} \text{p} \prec \text{prods gram,}
\hspace{1cm} \text{symb== lths gram p,}
\hspace{1cm} \text{tss} \prec \text{match view (rhss gram p) ts]}
$$

We illustrate the algorithm of expansion with the grammar of Example 3.4 and the partial view associated with $\{A, B\}$ given in Fig. 4. We represent forests by their encoding in the language of Dyck on the two visible letters $A$ and $B$ using the opening and closing parenthesis ‘(’ and ‘)’ for the Dyck symbols for $A$, and similarly ‘[’ and ‘]’ for $B$. Each production of the grammar is then translated into a schema
of transitions for the automaton:

\[ \langle A, w \rangle \rightarrow (P_1, \langle C, u \rangle, \langle B, v \rangle) \] if \( w = u[v] \)

\[ \langle A, w \rangle \rightarrow (P_2, [\ ] ) \] if \( w = \varepsilon \)

\[ \langle B, w \rangle \rightarrow (P_3, \langle C, u \rangle, \langle A, v \rangle) \] if \( w = u(v) \)

\[ \langle B, w \rangle \rightarrow (P_4, \langle B, u \rangle, \langle B, v \rangle) \] if \( w = [u][v] \)

\[ \langle C, w \rangle \rightarrow (P_5, \langle A, u \rangle, \langle C, v \rangle) \] if \( w = (u)v \)

\[ \langle C, w \rangle \rightarrow (P_6, \langle C, u \rangle, \langle C, v \rangle) \] if \( w = uv \)

\[ \langle C, w \rangle \rightarrow (P_7, [\ ]) \] if \( w = \varepsilon \)

The first schema for instance states that an abstract syntax tree generated from state \( \langle A, w \rangle \) may be obtained by using production \( P_1 \) with arguments respectively associated with states \( \langle C, u \rangle \), and \( \langle B, v \rangle \) with Dyck words \( u \) and \( v \) such that \( w \) can be decomposed on the form \( w = u[v] \). It means that \( w \) should end by a ‘]’. By looking for the associated ‘[’ one can unambiguously determine words \( u \) and \( v \). In such a situation we say that the pattern associated with this schema of the transition is deterministic. This is the case for all schemas except for the one associated with production \( P_6 \) responsible for the infinite number of documents with the same partial views in Fig.5.

The Dyck encoding of the partial view associated with the derivation tree of Fig. 4 is \((()\langle()()\rangle)\). Since the axiom \( A \) is a visible symbol associated with Dyck letters ‘(’ and ‘)’, the initial state of the automaton is \( q_0 = \langle A, ()\langle()\rangle \rangle \). By restriction to the states accessible from \( q_0 \) we obtain the following finite tree automaton:

\[ q_0 \rightarrow (P_1, [q_1, q_2]) \] with \( q_1 = \langle C, () \rangle \) and \( q_2 = \langle B, () \rangle \)

\[ q_1 \rightarrow (P_5, [q_3, q_4]) \] with \( q_3 = \langle A, () \rangle \) and \( q_4 = \langle C, () \rangle \)

\[ q_1 \rightarrow (P_6, [q_4, q_1]) \] \( (P_6, [q_1, q_4]) \]

\[ q_2 \rightarrow (P_3, [q_1, q_3]) \]

\[ q_3 \rightarrow (P_2, [\ ]) \]

\[ q_4 \rightarrow (P_6, [q_4, q_4]) \] \( (P_7, [\ ]) \)

Fig. 6 gives the pruning (and the subsequent cleaning) of the arena generated from this automaton from its initial state. Certain parts, which are not explicitly indicated in this figure, are represented by colored triangles that should be replaced respectively by the subtree rooted at the node with the same color (they are the nodes labelled by states \( q_4 \) and \( q_1 \), respectively). There is exactly one tree in the extension of the resulting arena, namely the abstract syntax tree associated with derivation tree of Fig.4.

In order to solve the problem of coherence of views it remains to define a binary synchronization operation on coalgebras producing a new coalgebra from which a pair of partial views generates the intersection of the set of documents generated
by each coalgebra from the corresponding partial view. More precisely:

**Proposition 4.1** If \( (t \models \text{coalg init}) \) means that tree \( t \) belongs to the extension of \((\text{ana coalg init})\), then

\[
(t \models (\text{coalg}_1 (\$) \text{coalg}_2) (\text{init}_1, \text{init}_2)) \iff (t \models (\text{coalg}_1 \text{init}_1) \land t \models (\text{coalg}_2 \text{init}_2))
\]

The set of states of the compound automaton are pairs of states of the respective automata and its transitions are obtained by synchronization:

\[
\langle<$>\rangle :: (\text{Eq a}) \Rightarrow \text{Coalg a b} \rightarrow \text{Coalg a c} \rightarrow \text{Coalg a (b,c)}
\]

\[
\text{coalg}_1 \langle<$>\rangle \text{coalg}_2\text{(state}_1,\text{state}_2) = \]

\[
\text{Or \{[(a}_1, \text{And (zip states}_1 \text{ states}_2)) |}
\text{[(a}_1,\text{states}_1) \leftarrow \text{coalg}_1 \text{state}_1,}
\text{[(a}_2,\text{states}_2) \leftarrow \text{coalg}_2 \text{state}_2,}
\text{a}_1 \equiv \text{a}_2,
\text{length states}_1 \equiv \text{length states}_2\}]
\]

The proof of Prop. 4.1 is straightforward and is omitted. Then we let

\[
\text{coherence} :: (\text{Eq prod,Eq symb}) \Rightarrow
\]

\[
\text{Gram prod symb} \rightarrow (\text{symb} \rightarrow \text{Bool}) \rightarrow (\text{symb} \rightarrow \text{Bool})
\rightarrow \text{symb} \rightarrow [\text{Tree symb}] \rightarrow [\text{Tree symb}] \rightarrow \text{Arena prod}
\]

\[
\text{coherence gram view}_1 \text{view}_2 \text{axiom ts}_1 \text{ts}_2 =
\]

\[
\text{ana (gview}_1 \langle<$>\rangle \text{gview}_2)((\text{axiom,ts}_1),(\text{axiom,ts}_2))
\]

\[
\text{where gview}_1 = \text{gram2coalgview gram view}_1
\]

\[
\text{gview}_2 = \text{gram2coalgview gram view}_2
\]

Given an abstract context-free grammar, two views, two projections associated with these views (partial views of documents) and the axiom of the grammar, the coherence function returns an arena representing the set of coherent common extensions
of these two partial views.

5 The merge of structured documents

In this section we try to elaborate on a model of document manipulations in workflow systems using adaptations of the expansion algorithm and of the synchronization operator defined in the previous section. Adaptating the definitions is necessary because a document in a workflow system is bound to grow as it flows between activities. Some leaves of the document (viewed as a tree) are then marked as open to indicate that the tree may expand from these nodes; a marked leaf is said to be a bud of the tree.

Definition 5.1 A document associated with grammar $G = (S, P, A)$ is an abstract syntax tree for the extended grammar $G_\Omega = (S, P \cup S_\Omega, A)$ obtained from $G$ by adding a new production $X_\Omega : X \rightarrow \varepsilon$, with an empty right-hand side, for each grammatical symbol $X \in S$. A node labelled $X_\Omega$ is an open node (or bud) of sort $X$. We let $t_1 \leq t_2$ if $t_2$ may be obtained from $t_1$ by replacing some buds of $t_1$ by trees of the corresponding sort, or we then say that $t_2$ is an update of $t_1$.

A derivation tree is defined as before except that we add the information that certain leaves are buds. Such a derivation tree is viewed as a tree on the duplicate alphabet $S \cup \overline{S}$ where a node labelled by a symbol $\overline{X} \in \overline{S}$ represents an open node of sort $X \in S$ (therefore symbols in $\overline{S}$ appear only at leaves). In that way we keep a bijective correspondence between documents (abstract syntax trees for $G_\Omega$) and these (extended) derivation trees. The projection of a derivation tree on a subset $\mathcal{V} \subset S$ of grammatical symbols is defined as before by considering that a symbol $\overline{X}$ is visible if and only $X$ is visible. The coalgebra (tree automaton) that defines the expansion of a partial view (projection along a view) is defined as before except that we add the transitions $(X, []) \rightarrow (X_\Omega, [])$ if $X$ is an invisible symbol, and, $(X, [Node \overline{X}, []]) \rightarrow (X_\Omega, [])$ if $X$ is a visible symbol. A transition of the form $q \rightarrow (X_\Omega, [])$ is called an exit transition. We enrich the automata by adding a predicate exit for specifying those states from which an exit transition exists. Therefore an exit transition $q \rightarrow (X_\Omega, [])$ in the above defined automaton is replaced by the information that exit $q$ holds true. The initial state of the synchronization of two automata $A$ and $A'$ is the pair $(q_0, q'_0)$ made of the respective initial states of $A$ and $A'$. We let exit $(q, q')$ if and only if exit $q$ and exit $q'$. The transitions of this synchronized automaton are

$$(q, q') \longrightarrow (P, [(q_1, q'_1), \ldots, (q_n, q'_n)])$$

with $q \rightarrow (P, [q_1, \ldots, q_n])$ in $A$ and $q' \rightarrow (P, [q'_1, \ldots, q'_n])$ in $A'$ together with

$$(q, q') \longrightarrow (P, [q'_1, \ldots, q'_n])$$

with exit $q$ and $q' \rightarrow (P, [q'_1, \ldots, q'_n])$ in $A'$, and symmetrically,

$$(q, q') \longrightarrow (P, [q_1, \ldots, q_n])$$

with exit $q'$ and $q \rightarrow (P, [q_1, \ldots, q_n])$ in $A$. Let $\mathcal{V}_1$ and $\mathcal{V}_2$ be two views and $u_1$ and $u_2$ be two partial views on the corresponding set of symbols. Merging $u_1$ and $u_2$
consists in finding a document \( t \) satisfying the following:

\[
(\exists t_1 \leq t \pi_{\mathcal{V}_1}(t_1) = u_1) \land (\exists t_2 \leq t \pi_{\mathcal{V}_1}(t_2) = u_2),
\]

where \( \pi_{\mathcal{V}}(t) = u \) means that the tree \( u \) is the projection of document \( t \) according to view \( \mathcal{V} \). If \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) are the automata associated with \( \mathcal{V}_1 \) and \( \mathcal{V}_2 \), respectively, then a document satisfies the above condition if and only if it is an update of some document recognized by the synchronization of \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \) from initial state \((u_1, u_2)\).

We can unambiguously reconstruct a (global) document as the merge of local views if the set of views is a cover in the sense of the following definition:

**Definition 5.2** A set \( \{\mathcal{V}_1, \ldots, \mathcal{V}_n\} \) of views \( \mathcal{V}_i \subset \mathcal{S} \) is a cover of grammar \( \mathcal{G} = (\mathcal{S}, \mathcal{P}, \mathcal{A}) \) when the synchronization of the corresponding automata \( \mathcal{V}_i \) recognizes at most one element whatever its initial state is.

As in [32] we choose to represent a workflow system as a statechart [13]. We could as well have chosen UML state diagrams (a standardization of statecharts) or some specific class of Petri nets. However, statecharts are a simple and powerful formalism which contains exactly the ingredients needed to illustrate our purpose (see Fig. 7). Actually a state can be decomposed hierarchically in two ways: an ‘or’ decomposition (depicted by box containment) and an ‘and’ decomposition (a box is split into subparts separated by dash lines). If a document is located in some ‘or’ state then it should be located in exactly one of its constituent substates; if it is located in an ‘and’ state, then a partial view of that document should be located into each constituent part of that state. A transition between two states

\[
\text{Fig. 7. A statechart}
\]

may be labelled by an event or by a guard expressing a condition that when satisfied provokes the corresponding state transition. In each state as well as in each ‘and’ part of a state, a default initial state is specified (using an arc originating from a dot) that we initially activate when entering its parent state. However, we may choose to enter directly at some other state (see [13] for examples). At each state the document may be updated. We associate each state with a grammatical structure to be defined below. Each constituent state of an ‘or’ block as well as their parent state, is associated with the same grammatical structure. If an ‘and’ block is associated with a grammatical structure \( \mathcal{G} \), then any of its constituent parts is associated with a grammatical substructure \( \mathcal{G}_i \) of \( \mathcal{G} \) so that the set \( \{\mathcal{G}_1, \ldots, \mathcal{G}_n\} \) is a cover of \( \mathcal{G} \).
Definition 5.3 A grammatical structure $\mathcal{G} = (G, C)$ consists of two parts. A grammar $G = (S, P, A)$ that gives the intentional representation of documents (as abstract syntax trees for the extended grammar $\mathcal{G}_\Omega$) and a concrete representation $C = (S, P)$ that consists of a set $S \subseteq S$ of syntactical categories and a set $P$ of patches. The concrete view of a document is then given by its projection on the set of syntactical categories; however, a document should always be characterized by its concrete view, i.e., $\{S\}$ is a cover of $G$. A patch of sort $X \in S$ is associated with a document of that sort. A grammatical structure $G_1$ is a substructure of $G$ if $S_1 \subseteq S$ and the projection of a document for $G$ on $S_1$ is the projection of a (necessarily unique) document for $G_1$ on $S_1$; a set of substructures $\{G_1, \ldots, G_n\}$ is a cover of $G$ if $\{S_1, \ldots, S_n\}$ is a cover of $G$.

A syntactical category corresponds to an element that can be identified and manipulated by the application; grammatical symbols in $S \setminus S$ are just artefacts that are used to describe the logical organization of documents (using the grammar) but have no semantic meaning. We assume that two different grammatical structures can share syntactic symbols only; the other grammatical symbols are purely local. When entering an ‘and’ state, the document is projected onto the various components and each such projection (partial view of the document) is directed to the corresponding initial state. Then each partial view flows into its subsystem where it may be updated. We can apply a patch at a given bud of the document with the same sort, and the result is the new document obtained by substituting the patch at the corresponding node. An update of the document is realized by a sequence of applications of patches. When exiting the ‘and’ state the various partial views are merged and the resulting document is forwarded to the target state.

6 Conclusion

In this paper we have shown an application of the use of coalgebras and of coinductive structures in the context of the business document manipulation within complex and distributed workflow systems. We have proposed for that purpose a simple extension of the model of statecharts. For the time being the problem is that the designer has to check the conditions that are enforced in Def. 5.3. These conditions are quite natural and will be satisfied in many practical situations and not too difficult to check. However, it would be desirable to have an automated way to verify that a given system specification satisfies these properties, i.e., is well-formed. At the moment, such a tool does not exist. The main difficulty is to decide whether a given set of views is a cover of a given grammar. This problem, however, is very difficult since it generalizes the problem of ambiguity in context-free grammars. Indeed, a context-free grammar can be viewed as an abstract grammar whose grammatical symbols are all terminal and non-terminal symbols (up to the adjunction of extra productions $X \rightarrow \varepsilon$ for each terminal symbol $X$). Parsing a sequence of terminal symbols is equivalent to finding the expansion of that sequence when the view is given by the set $T$ of terminal symbols. Hence, checking the unambiguity of the context-free grammar reduces to checking whether $\{T\}$ is a cover of the
corresponding (abstract) grammar. Therefore, one has to look for some stronger condition to enforce on the corresponding vectors of views. Another way out is to try to cope with potential ambiguity of the system by replacing a document in the workflow by an arena (or an automaton generating it) representing all possible values of that document. But this would require us to lift all our constructions at the level of arenas (or of automata) in order to obtain some kind of symbolic workflow systems.

It will probably be simpler and more realistic to adopt a bottom-up approach: we suppose having a set of tools associated with specific activities in the workflow that we would like to coordinate. Each such tool is associated with a grammatical structure describing the family of manipulated documents together with a dynamic system representing all possible evolutions of these documents (using the tool). Thus, we have to fuse these grammatical structures into a larger one and, simultaneously, to synthesize some control so that any vector of partial views of a same global document can always be unambiguously merged into another global document as soon as each local modification is executed under the supervision of the controller.

As previously mentioned, the expansion algorithm presented in this article, can be seen as some kind of generalized functional parser where tokens used for parsing have an internal tree structure exploited by the algorithm. We would like to design a set of functional parser combinators, in the line of [11,17], in order to obtain a domain-specific language for writing the expansion algorithm by specifying, using these combinators, the abstract grammar and the view. Since expansion is an inverse to projection, this expansion algorithm is also related to the more general problem of program inversion. It could be interesting to verify whether our solution to the merge of partial views could be understood within the framework presented in [3,26,27].

Web services emphasize the use of active documents where queries are attached to some nodes in order to collect information from other documents [2]. It could be interesting to perform such queries on partial views during their merge operation as it would allow more information to flow between the corresponding activities. We intent to address this problem in the context of attribute grammars using the functional evaluations of attributes presented in [19,12,5]. Indeed, the value of an attribute of a visible grammatical symbol may depend on the value of attributes of invisible symbols (but visible for a different view) and thus, attribute computation may provide a means of coordination between the activities operating on different views of a document.
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Appendix: Some Haskell Notations

This annex is not an introduction to Haskell for which the interested reader is encourage to consult the technical document \cite{31}, and the introduction \cite{16} both accessible on Haskell official website \cite{14}. However the following should be sufficient for a good understanding of the Haskell code presented in our paper.

Some Haskell Combinators

\textbf{length} gives the length of a list: \texttt{length [1,3,5,7]} has value 4.

\textbf{head, tail} give, respectively, the first element of a non empty list and the residual list: \texttt{head [1,2,3]} is 1 and \texttt{tail [1,2,3]} is [2,3].

\textbf{elem} tests whether an element appears in a list: \texttt{elem 2 [1,3,5,7]} is \texttt{False}.

\textbf{concat}, ++ for the concatenation of lists: \texttt{xs ++ ys} is the concatenation of lists \texttt{xs} and \texttt{ys}; If \texttt{xs} is a list of lists, \texttt{concat xs} is the concatenation of all lists in \texttt{xss}.

\textbf{and, or} the conjunction and disjunction of a list of booleans: \texttt{or []} is \texttt{False} and \texttt{and []} is \texttt{True} (respective neutral elements).

\textbf{map} applies a function to each element of a list: \texttt{map :: (a -> b) -> [a] -> [b]}, for instance \texttt{map (*2) [0,1,2,3,4]} is [0,2,4,6,8].

\textbf{zip} pair the elements of the same rank from two lists. If the two lists do not have the same length, the generation of the resulting list stops as soon as one of the input lists is exhausted: \texttt{zip :: [a] -> [b] -> [(a,b)]}, for instance \texttt{zip [1,2,3,4] ['a','b','c']} is [('1','a'), (2,'b'), (3,'c')].

\textbf{zipWith} is similar to zip except that it further applies a binary function on each pair occurring in the output list. Thus \texttt{zipWith f xs ys} can be written

\[
\text{map} \ (\langle (x,y) \rightarrow f \ x \ y \rangle) \ (\text{zip xs ys})
\]

for instance \texttt{and (zipWith (<=) xs (tail xs))} tests whether is list is ordered.
Schema of list comprehension

That very intuitive notation is similar to the schema of set comprehension. On its
simpler form we write

\[ \{ f \ x \mid x \leftarrow xs \} \]

to represent the list of elements \( f(x) \) when variable \( x \) ranges the list given by the
expression \( xs \), called list generator. That expression is equivalent to map \( f \) \( xs \). Now
several extensions are possible:

with several generators We can use several generators. Each generator definition
can then depends of the preceding variables. Thus, the order of generators
is important. For instance

- \( \{ (x, y) \mid x \leftarrow [1..3], y \leftarrow [x..3] \} \)
  has value \( [(1, 1), (1, 2), (1, 3), (2, 2), (2, 3), (3, 3)] \),
- \( \{ (x, y) \mid x \leftarrow [1, 2], y \leftarrow [a', b'] \} \)
  has value \( [(1', a'), (1', b'), (2', a'), (2', b')] \) and
- \( \{ (x, y) \mid y \leftarrow [a', b'], x \leftarrow [1, 2] \} \)
  has value \( [(1', a'), (2', a'), (1', b'), (2', b')] \).

with guards We can use guards to filter some elements. For instance,

\( \{ x \mod 3 \mid x \leftarrow [12, 11, 9, 4, 13, 20, 7], even \ x \} \)
has value \( [0, 1, 2] \) (the remainders
in the division by 3 of the even numbers of the input list).

with patterns One can also replace the variable by a pattern. We apply pattern
matching to each element of the list and filter out the elements that fail the
pattern match. In case of successful pattern match, the variables of the pattern
are instanciated accordingly. For instance, given a list of trees \( ts \), the value of
the expression \( [a \mid Node a [] \leftarrow ts] \)
is the list of labels of trees, taken from list \( ts \), that are reduced to a leaf. This expression is equivalent to \( [a \mid Node a ts' \leftarrow ts, ts' == []] \).

To conclude, we present some examples that combine several of the above features:

concat : a way of writing combinator \( \text{concat} \) :

\[ \text{concat} \ \text{xss} = \{ x \mid x s \leftarrow x s s, x \leftarrow x s \} \]

zipWith : another way to define \( \text{zipWith} \) in terms of \( \text{zip} \) :

\[ \text{zipWith} \ f \ x s y s = \{ f x y \mid (x, y) \leftarrow \text{zip} \ x s y s \} \]

and, thus, to write the function that tests whether a list is ordered:

\[ \text{sorted} \ x s = \text{and} \ [x <= y \mid (x, y) \leftarrow \text{zip} \ x s (\text{tail} \ x s)] \]

positions: a function \( \text{positions} \) :: \( \text{Eq a} \Rightarrow a \rightarrow [a] \rightarrow [\text{Int}] \) that returns
the list of positions where a given element occurs in a given list (e.g.
positions \( 0 \ [1, 0, 0, 1, 0, 1, 1, 0] \)
has value \( [2, 3, 5, 8] \)) :

\[ \text{positions} \ x x s = \{ i \mid (x', i) \leftarrow \text{zip} \ x s [1..], x' == x \} \]

sieve of Eratosthenes : function that generates the (infinite) list of prime numbers:

\[ \text{prime} = \text{sieve} [2..] \]

\[ \text{sieve} \ (n : ns) = n : (\text{sieve} \ [m \mid m \leftarrow ns, m \mod n \neq 0]) \]