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Abstract

We start from the remark that in wave turbulence theory, exemplified by the cubic two-
dimensional Schrédinger equation (NLS) on the real plane, the regularity of the resonant
manifold is linked with dispersive properties of the equation and thus with scattering phe-
nomena. In contrast with classical analysis starting with a dynamics on a large periodic box,
we propose to study NLS set on the real plane using the dispersive effects, by considering the
time evolution operator in various time scales for deterministic and random initial data. By
considering periodic functions embedded in the whole space by gaussian truncation, this al-
lows explicit calculations and we identify two different regimes where the operators converges
towards the kinetic operator but with different form of convergence.

1 — Introduction and main results

The theory of wave turbulence aims at describing the nonlinear interaction of waves outside
thermal equilibrium, and also as the statistical behavior of a system of random nonlinear
waves. Following Boltzmann’s kinetic theory of gases, a wave kinetic theory was developped
during the last century. It was first studied by Peierls for the description of anharmonic
crystals in the 1930’s and then by Hasselman for water waves equations and by Zakharov for
out-of-equilibrium turbulent systems in the 1960’s. As with Boltzmann’s kinetic theory, the
idea is to describe weak interactions of a large number of waves and the main mathematical
contributions concern the case of weakly nonlinear equations with small nonlinearity. We
refer to Zakharov, L’vov and Falkovich [25] and Nazarenko [20] for a complete description of
the theory of kinetic wave turbulence.

The kinetic theory of wave turbulence is not yet understood within a complete rigorous
mathematical picture however spectacular recent progresses have been made recenlty, see
[6, 7,5, 2, 18] and also [10, 11, 12] for problems with random forcing. An important example
is given by the cubic nonlinear Schrodinger equation

i0pu = —Au + elul*u (NLS)

on T¢ the periodic box of size L >> 1 with nonlinearity strength |¢| < 1. In Fourier variables,
this rewrites as the system of coupled equations

10U = WKUK + € E UK, UK, UK,
K=Ki—K>+K3

for K € Z¢ the lattice of mesh L~! and wx = |K|? the dispersion relation. The study
of nonlinear dispersive equations on compact domains is very rich and a large number of
phenomena can occur, both for deterministic or random initial data. The main difference in
comparison with the equation on the full space is that the dispersion of the solution does not
imply decay in space, both for linear and nonlinear equations. In particular, all asymptotic
stability results around equilibrium are not valid anymore. For example, Faou, Germain and
Hani [13] found coherent dynamics in this large volume and weak nonlinearity regime for
NLS in two dimensions, described by the Continuous Resonant (CR) equation

i0ig = T(9) (CR)

with the operator

Ti(g) = [1 /]1&2 gk +22)g(k + Xz + 25 g(k + z1)dAdz (1)



for k € R? and z* the rotation of z by the angle 5+ This equation appears as the continuous
limit of the system of equations given by (NLS) in the Fourier variables and the resonant
system appears as its first Birkhoff normal form approximation.

In kinetic theory of wave turbulence, the idea is to start with a random state outside the
thermal equilibrium and to describe the evolution of the covariance of the Fourier coefficients
(ug) Kezd - Two assumptions are usually made for the randomness in the initial data, that
is Random Phase (RP) or Random Phase and Amplitudes (RPA). The first assumption
amounts to having the angles of the Fourier coefficients to be independent and identically
distributed uniform random variables on the unit circle. For the second assumption, the
amplitudes of the Fourier coefficients are also supposed to be independent and identically
distributed random variables. In this case, the wave kinetic theory predicts that the variance
of the Fourier coefficients are well-approximated in the limit by the Wave Kinetic (WK)
equation. For NLS, this equation is

O = K(n) (WK)
with the kinetic operator

K(n) = ﬁ:kﬁkwg n(k)n (k) (ks)n(ks) <n(1k) . (21) . (zz) . (23)> by ks,

Awkkl kokg =0

where AWig, koks = Wk — Wk, + Wk, — Wk, 1S the relation of resonance. In particular, the first
term corresponds to the operator 7 from the CR equation. One is also interested in the
propagation of chaos, that is to understand if the independence of the Fourier coefficients for
the initial data is conserved. A rigorous comprehension of this phenomena is a hard question
and very recent progress were made by Deng and Hani, see [6, 7, 8, 9] and references therein.
They consider the expansion with respect to the nonlinearity up to arbitrary order where
the coefficients associated to A" are given by (2n + 1)-linear functionnals of the initial data
with a tree-like structure. Taking the variance yields an expansion where the coefficient are
given by Feynman diagrams using the RP or RPA assumption and they are able to identify
the important terms in the asymptotic behavior. It is given by
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which is a convergent Riemann sum for ¢ < L? in dimension d > 3 using number theoretic
results. Then this localizes on the resonant manifold because of the time-dependent term
for t > 1 giving the wave kinetic operator /C. While this is the effect of quasi-resonances as
the main part comes from (K7, K2, K3) € Z2 such that |Awk i, k, k5| is small, the result
from Faou, Germain and Hani for deterministic initial data is a consequence of analysis of
the exact resonances, that is Awg i, k,Kx, = 0 on a discrete lattice in the continuous limit.
Finally, these results are not global in time and occur in a timeframe depending on the
parameters.

The theory of wave turbulence can be used to describe different models such as waves
in the ocean and many experiments are made in order to observe similar behaviours. In
particular, the system is always in a finite box which has to be large depending on the usual
scale of the nonlinear interaction under observation. This explains why the limit kinetic
models are posed on functions depending on a continuous set of frequencies. Motivated
by this remark, we consider in this work the spatial localization of periodic functions with
large period as initial data, that we embed into an equation with continuous spectrum. We
consider the two-dimensional cubic Schrodinger equation

i0pu = —Au + |ul*u (NLS)

on the full space R2. We then propose a new family of initial data and observe a similar
behavior compared to the previous models set on large tori, coming from the quasi-resonances
for time t <« L? and exact resonances for ¢ > L2. For deterministic data, the kinetic operator
is T from the CR equation while for initial data with random phase, the variance is described
by K from the WK equation. Hence these operators appear naturally in the time expansion
of the scattering evolution operator.



With f = f(k) the Fourier transform of f evaluated at k € R?, the equation (NLS) is
written

10puy, = wrug + / UpUm Uy,
k={—m+j
where wy, := k? + k2 for k = (ky1, ko) € R2. One can consider v(t) = e~#“u(t) which satisfies
the equation

100, = / e HAWkEm; VU V;
k=0—m+j

with
AWppmj = Wi + Wy — W — Wj = |’<?|2 + |m\2 - M|2 - |J|2-

The solution u is recovered from v with uy(t) = e~k (t) and this motivates the study of
the trilinear operator

Ry (t,u,v,w) := / AWk 45w (2)
k=f—m+j

The co-area formula states that

Ii’k(t,u,v,w):/emE / ugUmw; dSi(€) | d§
R Sk(&)

where for £ € R, the set Si(£) is given by
Sk(g) = {(Jvzam) € (R2)3 i k+m—£0—j=0 and Awkémj = E}

and dSi(§) is the associated microcanonical measure. For regular functions w,v and w, we
have
Rk(fa u,v, w) = 2”/ uﬁfvmwj dSk(g)
Sk (&)
which has regularity in £ related to the decreasing properties of ¢ — Rg(t,u,v,w). As
proved in proposition 2.1, the resonant case £ = 0 corresponds to the trilinear CR operator
introduced by Faou, Germain and Hani in [13], that is

1
/ UUmw; dSk(0) = f/ / UktaTk 4 rat WhtatratdAda = Ti(u, v, w).
S5,(0) 2 Jr Jr2

This is also the same microcanonical measure as introduced by Dymov and Kuksin in [10]
up to a multiplicative factor. With this approach, the regularity of the resonant manifold
appears to be related to the scattering properties of the equation.

In the case of (NLS), this is well-known and the solution scatters at ¢ = o0, that is the
solution v(t) = e~®Au(t) has limits v4n, when ¢ — oo, for initial data u(0) = v(0) in the
space

S = {p(@) € H'(R?) ; |zfp(z) € L*(R*)}.

This holds for any ¢ € ¥ while [|¢[|, has to be small enough in the focusing case, that
is with the other sign in front of the non linearity. The main argument for (NLS) lies on
a pseudoconformal conservation law argument, see Ginibre and Velo [15], Tsutsumi [23] or
Cazenave [3, Theorem 7.2.1]. As a consequence, we can study the application

u(0) = = U(t, ) = v(t)

which is well defined for ¢ € R and ¢ € X. In the following, we consider the case where ¢ is
small in ¥, which is equivalent to having a small nonlinearity. In particular, the sign in front
of the cubic term is not important here. Using the result of Carles and Gallagher [4], the
application U (¢, ) is analytic with respect to ¢ € X hence we can consider the expansion

we(t) = i + S (=) V(D)

n>1



" 2n+1
where [V (t)[|, < Clllln "

by

for all n € N and ¢ € R. The second order expansion is given

t
! t)=/ Ri(s, i, ¢, 0)ds
0

and

t s t s
Vk2(t) = 2/0 /0 Rk(sa§07@3R(5/7§05 @790))d5/d5 + /0 /0 Rk(sa§07R(S/7§07§05 @)a‘ﬂ)dS/dS-

The proof of this result is based on Strichartz estimates, and conservation laws of the
Schrodinger equation. The link between the regularity of the resonant manifolds and the
scattering effect is essentially expressed by dispersive estimates, as we illustrate in Section 2.

We propose a new family of initial data for a better understanding of wave turbulence.
Given two parameters h, L > 0, we consider

_; 2|2)2 13202
hle] E nie T = e 2l By (1)
Ke7?

p(z) = (%

for x € R2, that is essentially a (27L)-periodic function Fj embedded in ¥ by Gaussian
truncation, assuming enough decay for (nx) Kezz- We are interested in the observation of
a large number of large period hence in the limit L > 1 and hL <« 1. Assuming that
nx = n(K) with n : R?> — C a smooth decreasing function, our goal is to describe the
asymptotic of the solution to (NLS) on a timescale depending on the parameters in the limit
L>1and h < 1. Up to a multiplication by a small factor depending on h and L, we can
use the previous expansion with bounds uniform in time and describe V;!(¢) and V2(t) for
such initial data. In frequency, we have

|k— k|2

~ 1 _
(p(k) = W Z nKe  2k2
Kez?

which converges ah h goes to 0 to the sum of Dirac

> nxdo(k — K).

KezZ3

To deal with almost Dirac functions from the limit ~ < 1 and with the continuous limit
L > 1, we introduce another scale of observation ¢ > 0 and for a function v which is
expected to be close to a 2w L-periodic function, we define the coarse grained quantity in
frequency

oy / O
R2
for K € Z2. This scale of observation will in particular be taken such that h < o < %, see
(AR) below for the precise scaling assumption on (h, L, o). Recall that

Rule) = / (k) () (ks)dky dhadks

k=k1—ko+ks3
AWy kgkg =&

for k € R? and ﬁk(O) = Ti(n).

Theorem 14. Let (h,L,0) be in the asymptotic scaling (AR), K € Z2, u the solution to
(NLS) with initial data u(0) = ep, 6 > 0 and assume € <K hf Then v(t) = e~ Au(t)
satisfies

o2 314 374 2} _
(Wi = 5 7K —iw%ﬂdﬁ)*— (525)4 /]R Fxle) : T ge 4 ofc2Lt)

for L9 <t < L'~°. For L*t0 <t < we have

L67

o’ _ 2te3 L% log(L) 9
W) ko = mn(K) - WWTK(n) + o(te*L? log(L)).
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Using the previous expansion for times ¢t < %, we prove that the solution v is described
by the discrete sum

63 1— efitAwKKlKQK;;
2n)" Yoo nEK)n(Kz)n(Ks)

K=K;—-K2x+K3

() Ko = vic(0) — i +ri(t)

AWK K, KoKy

with Ky, Ko, K3 € Z% and rx(t) a small remainder. As L goes to infinity, the lattice Z2L
becomes more and more refined and this is a convergent Riemann sum, a priori only for
t < L due to the oscillating term e**2¢. In this case, it is equivalent to

1— e_itAwkk1k2k3 1— e—itf N

Rk (£§)d¢

dkydkodks = L* / -
R i§
Finally, this localizes on the resonant manifold for large time due to the oscillating factor
with . ~ ~
L—e™™ 5 5 Ri(€) — Rk (0
lim / —— Ric(€)de = 7R (0) +/ Bx (&) — Bie(0)
t—oo Jg @g R Zf

For L <t < L% 9 in dimension d > 3, the convergence follows from number theoretic results
and was obtained by Buckmaster, Germain, Hani and Shatah in [2]. To the best of our
knowledge, this is still an open question for d = 2. For any time ¢ € R, the nonresonant sum
is bounded by

L4/ n(k)n(ka)n(k _
K=ki—ka+ks ( 1) ( 2) ( 3) ZAwkk1k2k3

1 — ¢ HAWKK Ky Ky

> n(K1)n(K2)n(Ks)

K=K;—K>+K3
AWK K Ko K570

AWK K, KoKy

for any ¢ > 0 as proved by Faou, Germain and Hani [13] while the resonant sum converges
to T with

—= 1 — e tAwrrirars 212 log(L)

Do alKnER)n(Ks)— 1 ~ =
K=K;-K>x+K3 KK1K2K3
AwK Ky KyK3=0

T (n)

which dominates as soon as ¢ > L219, Using a naive bound instead of their result, one has

1 _ e*Z‘tAU.)KKleKZs

S n(K)n(K2)n(Ks) <CL’

1Aw
K=K —Ks+K3 KK1K3K3

AWk K Ky K570

and hence, that the resonant sum dominates for ¢ > L3. In the end, the quasi-resonances
dominate for times 1 < t < L? where one obtains first a continuous limit which then a
localization on the resonant manifold. For times L? <« t < %, the resonances dominate with
first a localization on the discrete resonant manifold which then converges to the T operator.
The parameter h corresponds to the spatial truncation and can be taken arbitrary small.

In order to recover the wave kinetic operator, we then make the assumption of random
phase (RP). We consider the randomization of the initial data

_ 1 —1h2|z|? 0k iK-x
Pl = e T 2 e
L

where (k) kezz are independent and identically distributed uniform random variables in
[0,27]. One could also consider the random phase and amplitude assumption (RPA) with
Gaussian random variables instead of uniform random variables on the circle. Recall that

1 1 1 1

ak) " nlk) k) n<k3>> Akrdhadhs

Kl = [, Bz (
Awkkq kgks =0

for k € R2.



Theorem 1.2. Let (h,L,0) be in the asymptotic scaling (AR), K € Z2, u the solution to

(NLS) with random initial data u(0) = epg, § > 0 and assume € < %2 Then v(t) =

e~ Au(t) satisfies

0'462 t 6714

B[l iol] = r P+ Balton) +

W}Cx(n) + o(te5 L)

for L® <t < LY. For L**9 <t < h—ia, we have

ote? 2t2c0L2 log(L)

E[l(0)nal’] =y gapnOP + Batin) + =555 55K () + 0t L? og(L)).

Moreover, we have
E[(0() o @00 10| = 0(c*L* + 1112 10g(L))

for K #K'.
The almost sure expansion

2

o2e , ,
<’U(t)>K7O' = mn(K)ele - 153V§(t) — 55‘/}2((75) + 0(67)
gives
ote? 202t 1 —itd
[(0(t) k0" = mm(ffﬂ Tt Im (n(K) Vi (t)e ")
202

+ (VO + ==y I (VR (™) ) + O(E).

The term FEj(t,7) can be seen as the effect of a normal form transformation. In general, it
still dominates the second order term in the expansion with respect to €. However since the
nonlinearity satisfies g(@) = g(u), we have E1(t,n) = —E1(—t,n) and

0452

WW(KW +2E5(t,n) + O(e®).

E[[(v(®) k.o ] + E[[(v(~1) k0 |*] = 2

The second theorem then follows with the same kind of limit as for the first theorem. Similar
computations yield the propagation of chaos.

Remark : Our result concern solutions to (NLS) with small initial data. Considering

U(t) = fzult) gives a solution to

i0,U = AU + 2L*U|*U

with initial data

A —1n?|x)? 1 1Kz
U(0) = P = (L) Z NKe
Kez?

which is the localization of a periodic function normalized in L?(T2). Our result can be stated
as an asymptotic for the spatial localization of initial data normalized in L*(T2) for

i0u = Au + Aul*u

with A = e L* < I}%L‘l = h*L%. The scaling U(t) = Lou(t) gives an initial data normalized
in L*(R?) and a nonlinearity A = EZ—I; < h2.

In Section 2, we illustrate the relation between scattering and the resonant manifold. We
also gives the expansion that will be used here. In Section 3, we introduce our initial data
and estimates its size. In Section 4, we prove the asymptotic for deterministic initial data,
that is theorem 1.1. In Section 5, we prove the asymptotic for random initial data, that is
theorem 1.2.



We define the Fourier transformation

£ ; 1 .
fk) = f(kj) = f(l.)e—zk-zdx7 f(x) _ 72/ fkeik'zdk
R2? (27)2 Jre
and we have the Plancherel idendity

o~

1 ~
[ F@)r = g | Twakak

Acknowledgement. Both authors are supported by a Simons Collaboration Grant on Wave
Turbulence. The authors would also like to thank Sergei Kuksin for helpful discussions on
the topic.

2 — Scattering and resonant manifold

In this section, we illustrate the relation between decay estimates piloting the scattering and
the regularity of the resonant manifold. Let (k, ky, ko, k3) € (R?)* with k = ki — ko + k3 and
consider the change of variable k; = k + a, k3 = k + b which yields ks = k 4+ a + b. In this
case, we have

AWkkykoks = K> + |k +a+0b> = |k+al*> = |k +b]* =2a-b

thus the operator (2) writes

i2ta-b -
Ry (t, u, v, w) :/ " Upy Uk b Wit qrpdadbd.
(R2)?

If we define H(a,b) = 2a - b, then the co-area formula gives

Ry (t,u,v,w) = / el </ uk+avk+bwk+a+bd5k(§)> dg
R Sk (§)

with the microcanonical measure

dadb|5k(§)

&) = [,

where dadb|g, ¢y denotes the measure induced by the Euclidean measure on the manifold
Sj(€) embedded into R*, and || - || the Euclidean norm. The following proposition relates R
to the CR operator (1), justifying the notation

ﬁ(U,U,U)) = / =k — ko 4k U(kl)v(kg)’ZU(kg)dkldedkg
[k|?=lk1|*~ k2| +]ks|?

Proposition 21. For k € R?, we have
1
/ Uy Vkoy Wieg dSk(O) = 5 / / Uk+aVk+rat Whtat+rat dMda = Rk(u, v, w)
Sk (0) R JR2

Proof : The set Si(0) is parametrized by (a,b) = (a,Aa*) for A\ € R with (aj,a)t =
(a2, —ap) and the microcanonical measure is given by

dad(Aat)
dS;(0) = ———=.
()= e

We have to calculate the Jacobian of the application ¥(a, \) := (a, Aat) € R* for (a,\) €
R? x R. We have

8(11\1’ = (170707 _)‘)a
04,0 = (0,1, 1,0),
a)\\:[} = (0,070,170,2),



hence the metric matrix induced by the Euclidian space is

]. -+ A2 0 7)\(12
g 0 14+A Dy
—daz A4y |a|?

thus the volume form is

Vdet g dad\ = \/(1 +A2)2]a|2 — (1 + A2)A2(a? + az2)2dad) = |a]/(1 + A2)dad.

This shows that

/ UgUpmw; dSk (0 // Uk+a Ukt rat Whtatrat dAda.
55(0) R2

and completes the proof.
O

We now relate the regularity of the resonant manifold to the dispersive effects of the
equations. The following result if of course far from being optimal however its proofs is
somehow general and could be adapted to different frameworks. For the Schrédinger equa-
tion, optimality in terms of time and space dependence is given by Strichartz estimates as
we will explain below. Let X?" be the Banach space equipped with the norm

lull o = sup  sup (k)°|0g o
a=(ay,az)eN? kER?
loa[+]ez | <7

In particular, these spaces are natural in the context of wave turbulence, see for example [13].
The following proposition shows that for smooth functions u, v, w, the resonant manifold are
smooth in £ in a weak sense.

Proposition 2.2. Let > 2 and u,v,w € X?2. We have

o (logt)®

HR(t?u»’va)”Xﬁ,o ~ THu”Xﬁ 2 HU”Xﬁ 2 ||w||Xﬁ 2

fort € R. In particular, the application

f — uﬂ)mwdek(f)
Sk (€)
from R to C is of class C* for any o € (0,1).

Proof: We have

1 = 1 ;

/ uﬂjmwj dSk (6) = 7Rk (57 u,v, UJ) = 5 / €_thRk (t7 u,v, U})dt
S5 () 2 2T R2

hence the regularity result will indeed follows from the bound

(logt)?
e 0E Jull o2 V] xp.2 10l .

[ R(t,u, v, w)|

for t € R. Let (k, ki, ko, k) € (R®)* with k = k1 — ko + k3. Again, the change of variable
ki=k+a, k3 =k+byields ks = k + a + b and we have

AWkkykoks = K> + |k +a+b> — |k +a|> — |k +b>=2a-b
thus giving

2ita-b -
Ry (t,u,v,w) = / " U1 o Vg1 p Wit qrpdadbd.
R2 xR2

Let x : R? — R such that x(z) = 1 for min(|zz|, |22]) < 1, x(z) = 0 for min(|2a], |22|) > 2
and x € [0,1]. We define

X b
(0, u, v, w) 1= / €2m'buk+a5k+bwk+a+bx(g)dadb-
R2 xR2

8



We first prove that for 5 > 2, we have

(k)Y (8, u, v, w) | oo < Cadl[ (k) ulk)] o IR 0(R) o 1K) w(R)I o (*)
for a constant Cg uniform with respect to 4.
Proof of (x). We have

KB r(O) o < OB ulR)I| o 1K) 0 (R R w0 (R

B
. (/ CEEL f§§6<k+a+b>ﬁx(§)d“db>

and using the fact that
(k)P < Ca((k+a)’ + (k+b)° + (k + a+b)°),

the integral to be estimated can be divided into three terms

/ ( ! + ! + ! ) (é)dadb
eevme \(E+ 0Pk tat )P  (htaPlktatnPf  (ktaPk+op)\5 '
As 8 > 1, the first term can be bounded by

1 b 26 1
Lt dbg/ / dby | db
/R2 (k +b)B (5) R<_ga (Lt [k + b+ ke + 05 )
20 1
+/ / _db, | db,
R \J—-25 (14 k1 + b1|%2 + |k2 + b2]?)2

<C6

as well as

/ L / L_da<
— da = ——da < ©
R2 <k +a+ b>6 R2 <G/>’6
since B > 2. To bound the second term, we note that

by <(k+a+b){k+a)
and thus for « > 1 and 8 — a > 1,

1 b 1 1 b
— Jdadb < — |dadb
/sz <k+a>5(kz+a+b)5x<6) “ —/RMRQ (k+a)f—(k+a+b)fe <b>ax<5) “

- [

< ¢4,

such « exists since 8 > 2. And finally, as 8 > 2, the last term can be bounded by
1 b 1 b

(3 )dadb < (=

/RMRQ &+ a)B{k+ b)ﬂx(é) N b>6’<(5

and this proves (x).

)dbgca

In order to bound Ry (t,u,v,w), we want to integrate by part the oscillatory term and
gain powers of ¢, up to a lost of derivatives. We thus have to be sure that we can distribute
a number of derivatives where we want. We can write formally after integrations by part

i2ta- - 1 iotab 1 _
/ et?te buk+a’vk+bwk+a+bdadb = 752 / ei2tat Oay Oa, (uk+avk+bwk+a+b)dadb'
(R2)2 (QZt) (R2)2 blbg
Essentially, under some decay assumptions on u, v and w, and their derivatives, this term
will be of order (t)~2 up to logarithmic singularities due to the singularities in a; = 0 and
as = 0. To make the estimate rigorous, we write

. . b
2ta-b -~ 2ta-b =
/ et uk+uvk+bwk+a+bdadb=/ et uk+avk+bwk+a+bx<7>dadb
R2 xR2 R2xR2 d

X b
+ / €21y Tk p Wt atd (1 - X(g))dadb
R2xR2

= 1i(t,8) + Ri(t, 8).



The first term is bounded with (%), that is

1R it ) e < COllull oz 10l o2 N1l -
To estimate the second term, we perform the integration by part, and obtain

1

‘ 1 b
_ i2ta-b Ly _ Qw B b
(24t)2 /]RQX]R2 € biby (93" Ukta) V45 (05 ™ Whtatn) (1 X(d))dadb

with |ow,| + |aw| = 2. This term can be estimated as for (x) using

|0 ug| < and |0 wi| <

1 1
WHUHXB,Z W”w\\xmv

except that the measure x(2) is replaced by the measure ﬁ(l — x(%)). For example, we
have

11 b 1
B S db‘g/ / dbydb,
/Rz (k +b)® b1b2( (5)) 161156 J1bs] > (b ||b2] (1 + [ky + b2 + [k + ba|2) 2
< C(logd)>

thus we obtain

|Mme®hms%

<10g 5>Hu||X52 Hvllxﬁ,z Hw”XB,z .

—~

Taking § = % gives

(log t)?
1K) (ri(t. 6) + Rye(t,u, v, w))| o < C <t>2> [ull g2 101l .2 1wl 5.5

and completes the proof. Indeed, the regularity C* for & < 1 comes for example from the
Besov spaces, see Section 2.7 in [1].

O

This kind of result can be used as starting point to prove that the solution of (NLS)
scatters at t = 4oo for smooth initial data, that is v(t) = e~*®u(t) with u the solution
of equation (NLS) has limits vie, when ¢ — £oo. Of course, it is know that the solution
scatters under the general condition that «(0) = v(0) is in the space

S ={plz) € H'(R), |zlp(x) € L*(R*)},

or equivalently that |k|ox € L?(R?) and Oypx € L?(R?). The result holds without restriction
for any ¢ € X, and for [|¢[|, small enough in the focusing case. The main argument for
(NLS) lies on a pseudoconformal conservation law argument. As a consequence, we can study
the application

u(0) = ¢+ U(t, @) = v(t)

which is well defined for ¢ € R and for ¢ € ¥. In the following, we will consider the case
where ¢ is small in ¥. In particular, the sign in front of the non linearity is not important
here. Using the result of Carles and Gallagher [4], the application U(t, ) is analytic, and
by expanding this operator near zero, we obtain the following result.

Theorem 2.3 (Carles & Gallagher [4]). There exists g > 0 such that for ¢ € ¥ with |||, <
€0, there exists a global solution v(t) = U(t,¢) to the equation

wwzww%ARWw®w®w®ﬂ&

for which we have
[v®)lls < 2l

for allt € R and the analytic expansion in X

ve(t) = o+ > (=) Vi (t)

n>3

10



where _—
VneNVteR, [V, <Clols™

Finally, we have
t
! t) :/ Rk(saw7<p7§0)dsv
0

t S t S
V2 (t) =2/0 /O Rk(s,%w,R(S’,%@,@))dS’ds+/0 /O Ry(s,0,R(s', 0,0, 9), ¢)ds'ds.

As explained in the introduction, the proof of this result is based on Strichartz estimates,
and conservation laws of the Schrédinger equation and this express the link between the
regularity of the resonant manifolds and the scattering effect. Note that the result holds in
fact not only near 0, but around any solution of (NLS).

3 — Localization of periodic initial data

For € > 0 and K € R2, consider the functions

gx.(@) = (#

27)2

zK:r 7—6 2|z|? -~ — 1 |k—K|?
and gg (k) = e 32
’ 2me?

with z, k € R?, see Lemma A.l for Gaussian calculations. With this normalization, g ¢ is
of integral one and converges to the Dirac distribution §p(- — K) as € goes to 0. For L > 0,

set non
2= {(32.2) s mme)

and let ng be the trace on Z2% of a smooth function 7 : R? — C. The reader should have in
mind that e will be small while L will be large. For simplicity, we assume that n is compactly
supported on a domain B C R? independent of L, this condition could be easily relaxed to
some decay assumption with respect to (K) of Sobolev type. We consider the initial data

1 _; 21212 12|52
Z N 9gx,n(@ (27r)2 2hlel Z nieE T = e M1 Fy (a)
Kez Kez3

which is essentially a periodic function F, with large period 27 L embedded in ¥ by Gaussian
truncation. Since 7 is compactly supported, the set of indices K € BN Z2 is bounded and

105 FLll o < Cal?

for some constant C,, > 0 independent of L and all & € N2. In frequency, this writes

K L |k—K|
= ———e 2hr2
¥ 2mh?

Kez?

for k € R%2. As h goes to 0, this converges to

> nxdo(k — K),

Kez?

that is the Fourier transform of Fy, as a function on R? which is not in ¥ since it does not
decrease at infinity. As L goes to infinity, the lattice Z2 becomes more and more refined and
converges to R%2. To deal with almost Dirac functions and the limit L — oo, we introduce
another scale of observation ¢ > 0. For a function v which is expected to be close to a
2m L-periodic function, we define the coarse grained quantity in frequency

(VKo = /]R2 e~ sz lk—KI? o(k)dk = (27)30? /]R2 9K.o(z)v(x)de

for all K € Z2. The initial data ¢ is a sum of g, which converges in frequency to Dirac
distributions as h goes to 0. In other works such as [6, 13], the quantity that is controlled is

11



the L>°(Z?2) distance between the discrete Fourier coefficient and the continuous limit. This
coarse grained quantity is here a natural object for dealing with functions defined on a set
with continuous spectrum. Note that in the end, this is equivalent since the test function is
equal to 1 at K € Z2 while exponentially small at the other site of the lattice for oL < 1.

Indeed for fixed o and L with h going to 0, we have

1 if K=K,
/ fﬁ"“*KIQ?Kl n(k)dk ~ e~ oz K—KI* _ !
R2 '

O™ 7w7) if K #K,.

Hence for h € 0 < %, we get
(P) K0 = n(K)

in the limit and these coarse grained quantities will be the natural ones to study to deal
both with the Dirac limit and the large period limit. The following proposition makes this

statement more precise.

Proposition 3.1. There exists a constant C > 0 such that
02 K C L2 352 12 2
_ < 2L2(h2102)
S, [(hicor = 5oz < Cllnll . L2e :

which implies in particular

h? SR S
su —n(K)|<C (7 + L% 2L2<h2+a2>).
Kegi |<(p>K,a 77( )| = HUHLOC o2 + h2

Proof: We have
(D)o = (270 / o @e()da

R2

= @0, / 90 @) g0 (2)de
K, R2

= @m°0® > _ni gy [ Kb 4 g
K R

| 2

2 1
3 I Ik
2 Y (h? + 02)
K1
2

2
o g — sy K- K1
= 22) N + (22) § : N, e 2ttt
<0’ +h o?+h KrZK

| 2

which completes the proof using

2

o 1 K K2 S S
< 5 h2) E Nk, € 2(h2+02)|K Kl <C E e 2L2(h2+402)
o+

Ki1#K Ki#K

We now state the precise regime we are working with.

O

Definition 3.2. We say that the set of parameter (h, L, o) satisfy the asymptotic regime if we

have L > 1, .
hL*t% <1 and hL <Ko <hs

for some 5y > 0.

(AR)

The scaling implies in particular hL < 1 hence the number of period of F}, observed

before the space truncation is large, at least as L3. The condition on ¢ implies

3 1 1
h<<hL<<O’§h4§ﬁ<<z<<1

hence the previous lemma implies that

sup (@) k.0 —n(K)| < L.
Kez?

12



Our asymptotic regime can be interpreted as the observation of a large number of period
with an observation scale large with respect to the Dirac scale h and small with respect to
the scale L of the lattice. Our description of the solution is limited for time t < # which
is large under the asumption o < % In the asymptotic regime, we have

L1 11
o212 = p312  hhI*

which allows to prove our result on the time frame ¢ < 5 independent of the scale of
observation. As explained in the introduction, two different phenomena will leads in the
limit to the kinetic operator. First in the timeframe

> L
h

1

l< P <t<IL'?«<I?

where the convergence is obtained by taking first continuous limit in L and then a localization
on the resonant manifold, whereas in the timeframe

11
L2 L2+5< < -
R 7 T

the convergence is obtain first by a localization on the discrete resonant manifold, followed
by a continuous limit L using for any § > 0, by using the analysis of [13]. The parameter h
can be taken arbitrary small in the asymptotic regime and we have at least

1
> L*>I*>1
hence the two types of limit can be observed.

Remark: Typically, the (AR) is fulfilled for

1 L?

h = Tita and o = =

with o > 0 and 0 < 48 < «.

In order to use the expansion from theorem 2.3, we first estimate the norm of the initial
data ¢ in 3. Then considering (NLS) with initial data ep with e < ||¢||s allows to develop
analytically the operator U (¢, ) and this justifies the analysis of the first terms with small
remainder terms. This is the content of the two following sections, first for deterministic
initial data then for random initial data.

Lemma 3.3. In the asymptotic regime (AR), we have

LIIUIILx)

Ll
el . < O(=52=) and il < (=5

for a constant C > 0 depending only on 1.
Proof: We have

: i _
Iels = 3 s | | G @)

Ki1,K>

1 . 2|12
_ - — iz (Ko—K1) ,—h*|z|
= Gy 3 T [ e
1, K2

m — - |K1—Ks|?
— ] 1 2
=13 1 E Nk, NK,€ *h
h?(2m) K1,K

= s Sl + O (Il o)
~ 2n2(em) 4K My 32

2 L2 L4 __1
Inll;. 0(55 + ¢ 7).

13



This gives the first bound by noticing that for any N > 0,

L* L4

7€ T < Oy 5 (hL)Y

for a constant Cy > 0, making the exponential term negligible in the asymptotic regime (AR)

by taking N large enough. For the second bound, we have 0., g9k n = (i(K)1 — h%x1)gK.hn
hence

2 . . —_—
10z, 0l 72 = Z Tk, MK /2 —i(K1)1 — h?21) (i(K2)1 — h?21) 9K, 1m(7)grc, n(2)de

K1,K2
1 . . 1T — —h?|z|?
=51 D ﬁKlﬁKz/ (—i(K1)1 = B2 (i(Ks)1 — hPay et e K lel g
(277) Ky Ko R2
1 _ | | e
- WKE;( T, 1K /R2(_Z(K1)1 — hw1)(i(Ka)1 — hay)en® (K2 K e=lelqy
1,02

2 Lz It
= lnll;~ © (hz + ¢ 4"2L2)

with the same arguments since 7 is compactly supported, as well as the bound for 9,,. We
also have

lerel?, = 3 T, / e @) gscan (@)

Ki,K»>

1 -
N (2m)4 Z ﬁKJ?K?/ ziet™ (Ka—K1)g=h*lal’ gy
Ki1,K> R

1 — 2 iy (Ke—Ki),—|z|?
_ e’ 2 Ve z| dx
h4(2ﬂ')4 122 Nk, K, /]}{2 1

which gives an additional factor h=2 due to the term 2% and completes the proof with similar
arguments.

O

4 — Deterministic initial data

We compute V- (¢) for deterministic initial data and its limit. To ensure the convergence of
the developments, we work with the expansion from theorem 2.3 with initial data ey with
e < |l¢|ls, that is e < # using lemma 3.3. We first compute the Schrédinger propagation
of our building blocks gk . The following computation will be essential in all that follows.

Lemma 4. Let z € C with Rez > 0, £ = (£1,&) € C? and
flz) = e zlzP e

for x € R?, with the notation & - x = & 21 + &30 € C. We have

("2 f)(x) = ﬁei e 21+ T T et e €€

Proof : The Fourier transform of the function
f(z) = e—Flelt+ea
is given by

f(k):/ P g—ika gy _ T e-inei) TPz kre)
R2 z

14



We get

7it\k\2‘f/\(k)eik-mdk

o
>
~
N~—
N~—
Il
~—~
[N}
N |
e
S
N
®

2 .
=7 1)216% et biko—lGm— kg,
2 z R2
~ ( 1)216% e~ s kTR o5 g
2 z R2
e e DN S
14 4izt
I - el [ aw ot S S
14 4izt
— #6_ 1+Zitz|m|2+ 1+iitz‘r'£+ 1+i4titz£"£
14 4izt
which yields the result.
O
Since we have )
Koz —L1e2(p2
gK’e((p) = (271-)261[( xe 3€ |z| ,

this yields the propagation of our building blocks gx  with z = %62 and £ =K.
Corollary 4.2. Fore >0 and K € Z%, we have

itA _ ﬁe(t) _2Be) o2 +iB. () K —itB. (£)| K2
("Pgr)@) = e || +iBe (1) ®IK]
with
Be(t) := _
N 4 926te?”

In the following, we will work in the timeframe te? < 1. Thus S.(t) ~ 1 and

( itA )(l‘) ~ 1 e—élxlz—&-ix-K—ith\?

—q 2
"0k e 37)? = gxc.c(x)e K]

—~~

hence the Schrédinger propagation acts as expected as an oscillation at speed |K|?. We now
compute the first order term. Recall that

t
<V1>K70_ = (277)302/ /2 gK)U(x)e_iSA(\ei“"A<p|26“Anp) (x)dads.
o Jr

With the previous approximation, we get

s (gisA L is( K — Kot K P | KP4 Ko P | K5 )

—iSA—— isA ~
e € JK,,nt 9K3,h€ ng,h) — (271')4 9K —Ka+Ks,h

for K, Ky, K3 € Z% hence

(27‘()30'2 / 9K .o (I)efisA (6iSAgK1JLeiiSAigKQ,heiSAgKg,h) (:Z})dx
R2

1 —is 2_ 2 2 2
~ W@ (K= [ K |74 [ K |* | K )50([(_[(1 + Ky — K3).

The following proposition makes this precise.

Proposition 4.3. Let (h, L,o) in the asymptotic regime (AR). We have

1— ef’b'tAkal K9Kg

<V1(t)>K,U = 4 Z MK 1K1K
K=K;—K2+K3

- + ri (L,
IAWK K, KoKy (t:m)

15



1= _ ¢ and ri satisfying the following estimates. For t < 2L2, we

with the convention 5

have

12 h2
Iric(t,n)| < CLSe 522 tCU+2T) 4 oy 2 log(L) (=5 + to® + t*h* + t°0*)
g
h2
+ C’If““s(—2 + to? + t?0? + t304)
g
or any > an > a consian epenaing onty on 1. In particutar, we nave
6>0and C >0 tant d di l I ticul h
1
t<, = I (t,m)| < tL?log(L) + L*.
Proof: We have

VDo = (210> / / Grea @ (|62 p2e*A ) (z)dds.
0 R2

and as e**? is selfadjoint, we have
Vo= o [ 5 e, [ (F3e0) (¢ e ) 50100) (i, )
0 Ki,Ko K3 R2
t
= (2m)%% ) lelﬁm/ Wi i, ks i (s)ds
Ki,K2,K3 0
where
1 _
Wi () = sl (PBF 1) [ P (s.2)da
R
with
Fr, ry k55 (5, @) = ezl +C(s) mtr(s)
and
h? o?
(5) = WBn(5) + 5 Bn(5) + S B 5),
C(s) = iBn(s) (K1 + K3) — iBn(s) K2 —iBs(s) K
(s) = —isBu(s) (| K1|? + [Ka[*) +isBu(s )IK2|2 +isfq (s)| K.
This gives
T 1 NORTG)
= — (S)+ 4z(s)
Wi Kk, K3k (8) =) (%)Slﬁh( $)|*Br(5) By (s)e”
and we get
1 o’ _ tor 9 (s)+ )-cta)
Vo= pms 30 maiianes | SslBu(o)Pau ()5, (e H s

Ki,K2,K3
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We define the remainder

t
ric(t,n) = 2n)%0* Y 77K177K277K3/ Wk K, K3k (s)ds
K#K1—K>+Ks 0

t
1 . )
32 —_— A —isA
+(27T) g E 77K17’K277K3/ ((271.)70-2 7WK1K2K3K(s)eZS wKK1K2K3>€ PRMKELKIG s
0
K=K;—Kz>+K3

t
=2 Y nKlﬁnKS/O Wik i, ks i (s)ds
K#K1—-K>+K3

t
. 1
+ (27T)30—2 Z 77K17IK277K3/0 ((271_)70_2 - WK1K2K3K(5))d5
K=K;—-Kx+K
AWK11K2K§K:8

it A 1 —itA
el wKK1K2K3WK1K2K3K(t)_ (27\')702)6 UAWK K| KyK3g

+2r)%e® > ik TIEIK,

K=K —Ks+Ks AWK K, Ky K
Awrk, KoKy K70
NK, MK K ¢
3 2 1 2 3 —isAw isAw
+ (27)°c E Ao o / e KK1E2K3 0 (Wi, ke, ks 5 (S)e KK1K2K3) g
LAWK K KoKs Jo

K=K;—K>+K3
AWk, Ko Ky K70

using an integration by part for the sum over nonresonant terms. We thus have

t
Vi = e X M, [ ¢ UARds £ R (e
K=K —-K>+K3

The result follows from the three following bounds. For K # K; — Ko + K3 and s < ﬁ,
we have

L2
Wi, koot (5)] < Ce™m2zz HO0H5) (A)
for a positive constant C' > 0 depending only on 1. For K = K7 — Ko + K3 and s < ﬁ,
we have
1 2 isAwKK KoK h‘Z 2 212 3 4

(27T)7—a Wk Ky k5K (8)e 1K2 K3 §C(§+sa + s°h* 4+ s°0%) (B)

and _
10(Wk, ke, 16, i ()€ 529K K1 K3 )| < O(1 + 5). (©)

We now complete the proof before proving these bounds. The first bound gives

t t 5
‘ Z 77K177K277K3/ WKIKQKBK(S)dS‘ S OLG/ e 2021L2 +C(s+27)d8
K#K1—K2+K3 0 0

2
< CLSe™ 2a§lL§ +C(t+%)

where C' > 0 denotes a constant depending only on 7 that may change during the proof.
The second bound gives

t
1
‘02 Z 77K177K277K3/ (W - WK1K2K3K(S)>dS‘
0 m)To
K=K;—-K>+K3
Awk, KyKqK=0

t 2
_ h
<cC Z N5, RSN | / (7 + 502 + s°h% + 5304)ds
K=K, Kyt Ks 0o 9
AWk KoKz K=0

h2
< CtL?log(L) (=5 + to” + t*h* + t°0™)
g

using that

1
TRy Inxc, Mo s | < C
L?log(L) K:K1;(2+K3 P2
Awrk Ky kg k=0
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which follows from [13] theorem 2.2. The second bounds also gives

it A 1 —itA
el WKK1K2K3WK1K2K3K(t)7 (2ﬂ)702)6 MAWK K| Ko K3y

D DR TS

1Aw
K=K,—Ks+Ks KK1KsKs
Awk, KoKy K70
h? MK, MK NK
< C(= +to® + 20 + t°0%) > orm—
(o w
K=K;—Ky+Ks KKi1KsKs
Awk, Ky K3k 70

Proposition 3.9 from [13] gives

> Nk, RN, | < CL2T°

K=K1—K>+K3
AWk KoKy K=&

for any § > 0, using that 7 is compactly supported. We get

3 m‘ - ¥ % > |75¢, T 5 |

Aw
K=K\—Ko+K; — KKK T g 00 a 418 K=Ky — Ko+ Ky
Awk, Ky k3K 70 AWk KoKy K=&

1
< CL2+5 Z -
€€Z,2N[—A,A] €]

S D Y
£€ZN[—AL2?,AL?) €]

< CL**1og(L)

< CL4+26

for any § > 0 and a finite A > 0 depending on 7 since it is compactly supported. The third
bound gives

— ¢
KKK s ,
o e —
1AW .
K=K, —Ky+ky — KEiK:Ks Jo
Awk, Ky ks k70
KK K
SCt(l—Ft)O’Q E K K K
AWK K K2 Ks

K=K;—K>+K3
Awr, KoKy K70

< Ct(1 + t)o? LT

for any § > 0. Thus we obtain
6 ——L o tO(t+13) 2 h? 2,272 , ;3 4
| (t,n)] < CL%e™ 2212 o) +tL*log(L)(—= + to” +t°h* + t°0*)
o
h2
+ L4+5(§ +to? + 1207 + t30?).

For the last part of the statement, note that tL?log(L) + L* is of order L* for t < ﬁ and
of order tL?log(L) for t > —L® _In the first case, we have

log(L)
1,2 3 1
t< th < to < (hL)7 — < 1
Slog@) < to < (AL Llog(L) <
hence
L 1 oM} (hLY)? o(hL)*
t,n)| < CLSe¢ 522 + CL*
Iric(t,m)| < e soi? A <L25 + Llog(L) ' L2>~%log(L)? ' L3log(L)3

using hL < o < hi hence |ry(t,n)| < L* + tL*log(L) and we now consider t > %. We
have
1 log(L)

L*%20% < tL?log(L) +— t< 212 [0

18



. 3
Since 0 < h1, we have

1 log(L) (1 1 log(L)>>l
o2L? [¢ h/hIA LS h

for 0 < § < &g since hL4T% < 1 with §y > 0. Thus for t < i, we have

>

L*4%0% < t12log(L)

hence

2 1 .
Iric(t,n)| < CL8e 3322 O+ D) | 0412 10g(L) (55 + evVh+e?+ ).

It only remains to prove the bounds (A), (B) and (C).

Proof of (A). Assume that K # Ky — Ko+ K3. For s < ﬁ, we have sh? < so? < % <1
hence

o2
2(s) = 5 + O(h? + sot),

C(s) =i(K; + K3 — Ky — K) + O(s0?)

since K1, Ko, K3, K € BNZ2 are bounded hence

—_

1

4z(s) 202+ O(h2 + so?)

1 1

202 14+ O(h20~2 + s02)

1
ﬁ + O(h20'_4 + S)

and
+O(s+ h%c™%).

¢(s) - ¢(s) K1 + K3 — Ky — K|?
Re( 4z(s) ):_ 3202

We also have v(s) = O(s) hence

o) )y _ K+ K~ Ky~ K

2_—4
120s) 572 O(s+h*c™%)

Re (7(5) +

which completes the proof.

Proof of (B). Consider
Tk, rokcarc(8) i= (2m) 0? Wk, 1, K(s)eiSA“K"l’@KS
182 K3 1HK2K3

and we have to prove
h2
1- FK1K2K3K(3)‘ < C(= +s0” + *h* + 5°0*).
o
We have

———— 5(g) 4 S L)
Ui ki (8) = ——|Bn(8)[2Bn(8)Bo (5)e7 50

z(s)

02
S

with

h2 oA
z(s) = h*Bn(s) + 5 Bn(s) + 5o (s),
C(s) = iBn(s) (K1 + K3) — iBn(s) K2 — iBs(s) K,
Y(s) = —is(Bu(s) — D(|K1|* + |K3|?) + is(Bn(s) — 1)|K2|* +is(Bs(s) — 1)| K.

Again, for s < - we have sh? < so? < 1 hence

2 3h2
z(s) = % + -5 + (9(504)
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and

1 1
42(s) 202+ 6h2 + O(so?)
1 3h2
~ - o)
1 3h2
=307 201 T O

We also have

C(s) = iBn(s) (K1 + K3) — iBn(s) K2 — iBs(s)K
= 2sh? (K1 +K3+K2)+2SU K+O(S o )

We get
C(s) - ¢(s) = 4820 K|? + 45*h* | Ky 4 Ko + K3|> + 85°h%0?% (K| + Ko 4+ K3) - K + O(5%0°)

hence

¢(s) - <(s)

4
e 25°0%| K |? + 4s°h* (K1 + Ky + K3) - K — 65°h*|K|> + O(s* — + s°0).
zZ\S

We also have

H(s) = —2h%s*([FKq[* + | Ko + | Ks[?) — 20°5%|K|* + O(s°0")

= 2h%2 (| K1 | + | K| + | K3|?) + 452h? (K1 + Ko + K3) - K — 65°h%| K|?
h4
+ 0(827 + s%0%)
g
h4
= —21*s*| Ky — K|? = 2h*5°| Ky — K|* — 2h%s°|K3 — K|* + O(s* = + s°0*)
ag

which gives

(s P HES P =K 1?) A+ ) 4 0(282 4 s20b).
We get

Lk ro ki (8) = glﬁh(8)|25h(8)w(1 +O(s%h* + s°0%))

T o2+ O(h? + so*)
= (1+0O(s0? + h*07%)) (1 + O(sh?)) (1 + O(s0?)) (1 + O(s*h?* + s*a*))

(14 0O(sh?)) (1 + O(s0?)) (1 + O(s’h* + s°0*))

h?
= 1+(’)( + 50 4+ s2h? + s%0?)
which gives the bound on 1 — ', i, ks 5 ().

Proof of (C). For the derivatives, recall that

o)+ Sg2to

P seariarc (s) = ;;wh(s)m(s)ﬁa(s)e”
with

z2(s) = h*Bn(s )+ ﬁh( )+ ﬂa( ),

C(s) = iBn(s) (K1 +K3) - lﬂh( VK2 —ifs(s)K
(s) = —is(Bu(s) — (| K1 + |Ks[*) +is(Ba(s) )— )| Eo|? +is(Bs(s) — 1) K.
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Thus the derivative 0sI'k, i, ks ik ($) is a sum of terms with the different derivatives

4i€2
0sBc(s) = 05 2is)?’

Ly _Z()
0.(3) 0=~
Os (ea) (s) = 7(5)67(8)’
_ 2¢'(s)¢(s)z(s) — C(s)C(s)2'(s) M

4z(s)? ¢

[S19

D5 (%) (s)

Again, we work for s < ﬁ and we want to gain a small factor for each terms. We have
05B:(s) = €2 (1 + O(se?))

hence we gain a factor €2 with respect to 3(s). We have

1 Z'(s)
Os (;) (s) = 72(3)2
_ h2B4(s) + BB (s) + 585 ()

- (202 + O(h? + 804))2
4

it
404
hence this term is bounded. Since % diverges as #, we gain a factor o2. We have
() = =i(Bn(s) = D(IEL|? + |K3[*) +i(Bn(s) — V) Kal* +i(Bo(s) — )| K?
— 15081 (s) (| K1 |* + | K3)?) 4 1504 Bn(5) | K2|? + i50s 8, (s)| K |?
= 20258y () (|K1|? + | KG5|?) + 258 (s) | Ka|* + 255, (s)| K|
— i, B () (| K1 + | Ks?) + 505 B () | Ko ? + 50 By () | K

using that
2is€>

= T gise = 2i5€0(5)

Be(s) —
hence we gain a factor o2 in the term

s (€7)(s) =7'(s)e7).

In particular, it is important that we removed the oscilating term e~ is (1K1 P+ K |* | Ko |~ K )

here. We have

¢'(s)¢(s)
2z(s)

= (i@sﬁh(s)(Kl + K3) — i0sBn(s) K2 — i05+(s)K)

hence we gain a factor so?

C(s) = iBn(s) (K1 + K3) —ifn(s) Ky — ifs(s) K = O(s0?)

using that

since K = K7 — K5 4+ K3. Finally, we have the term

4 ysing the previous computations. Overall, this gives

where we gain a factor s2o
10T s, Ko ks 1 ()| S (14 8)0? Ty ko by 1 ()]

and the proof is complete.
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Now that we have an explicit bound on the error, we quantity

1— e_itAUJKKleKS

Z MK KK

1Aw
KK Ra K KK1K2Ks

in the asymptotic regime (AR) for ¢ < % As done in the previous proof, proposition 3.9
from [13] implies

1 — e AWK K | KyKy

< CL4+5

E NKL MK K3
K=K;—K>+K3
Awk Kk Ky K370

AWK K, KoKy

for t € R and any § > 0 with a constant C = C(n, ) > 0. For the resonant sum, we have

> nk TRkt =t log(L)R ()

K=K, —K>+K3
AWk K KyK5=0

with Rr(n) converging to R(n), see theorem 2.3 in [13]. Since

LY < tL?log(L) <= t> L
s log(L)’

we get
1— efltAwKK1K2K3

~ tL*1log(L)R(n)

Z MK 1K, K

1Aw
K=K —Ky+Ks KK K2 K

for L2190 <t < hié for any 6 > 0. For t < LQ_‘S, the resonant sum is negligible and we have

to study the limit of

1— efitAwKKlKng

§ MK, KK
K=K;—-Kz+K3
| K2 £ K1 |*— | K2 |*+| K3

AWK K, KoKy

The quasi-resonances dominate for time ¢ < L with a time-independent principal term while
the resonances dominate for time ¢ > L?>*® with a linear growth in time. For times ¢ < L, this
sums is a simple convergent Riemann sum while the behavior of the sum for L < t < L? in
two dimensions is an open question. Recall that in order to use the expansion from theorem
2.3, one needs to work with small initial data and that

Te(n) k1)n(kz)n(ks)dkidkodks

 Jk=ki—ka+ks ’
Awkky koks =0

for k € R2.

Theorem 4.4. Let (h,L,0) be in the asymptotic scaling (AR), K € Z3, u(t) the solution
to (NLS) with initial data u(0) = ep, 6 > 0 and assume € K h—; Then v(t) = e~ Au(t)
satisfies

o2e . e3L* 63L4/RK(€)—TK(77)
R

((t) Ko = mn(K) - WWTKW) + (2n)? 3 d¢ + o(e*L*)

for L° <t < LY. For [*Y <t < 715, we have

o2e 312 1o
(W) ko = mU(K) - iWWTK(n) + o(te*L? log(L)).

Proof : For L2190 <t < h—ié, we have
tL?log(L _
<V1(t, 90)>K,a = —1(277)45) Z NK, MK, NKs + O(tL2 log(L))
K=K —K>+K3
AWK Ky KqyKg=0
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using proposition 4.3 and

1—
E NEL MK, TKs -
1Aw
K=K1—Ks+Ks KE1 K2 K

AWK K Ky K570

efitAwKKlKQK:;

< CLA*s.

The result follows using the convergence from theorem 2.3 in [13]

. ((2) - _ 7
Jm e Y s = T
K=K;—K+K3

AWK K KyK5=0

We have
1 — e HAWKK | KoKy 1 — e2itAB
Z MK NK K AURK KK = Z NK+ANK+A+BINK+B =5
K=K, —Ks+Ks 1720 A,BeZ?
Awk Kk Ky K370 A-B#0
=:2t Z Nk +ANK+A+BNK+Bf(2LA - B)
A,BEZ]
A-B#£0
with ‘
1 . e’L.T
T) = .
fla) = —
We have

re W (1 — )
2

f'@) =

which is uniformly bounded hence

T

Oa, f(2tA-B) = 2tB;f'(2tA-B) and 0p,f(2tA-B) =2tA;f'(2tA- B)

for 5 € 1,2. Since the error of the Riemann approximation of a function g is of order
L71|Vyl|, we get

1— eiitAwKKlKgKg

Z MK MK K

K=K;—Kz>+K3
AWk Ky Ky K370

- /K—kl—kz—i-k;s n(kl)n(kQ)’l?(k‘3)

IAWK K, KoK

1— e—itAkalksz

dkidkodks + O(Lg)

IAWKE, koks

for t < L'=9. With the co-area formula, we have

1 _ e_itAkalkzkg,
/ n(k)n(k2)n(ks) — dkidkodks
K=ky —ko+hs AWK ke ko ks

1— it€
- / e /sz e, M0 (R2)n (k) Ak dkadks | dg
R 1 2 3

1
5 WKk koky =&

1 — e't€
- [ e Ree

:RK(O)ASi@d£+AWd§_AW6md§

with the compactly supported function

RK(&) = K—ky —ky+ks ﬁ(kl)n(kg)ﬁ(kg)dkldkgdkg

AWKk, koky =&

Since Ry is of class C* for any « € (0,1), x — %ﬁ’{(o) belongs to L!(R) hence the
proof is complete using Riemann-Lebesgue lemma.

O
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5 — Kinetic limit and random initial data

We introduce the randomization of the initial data, compute VZ(¢) and the limit of the
covariances. With the same setting as the previous section, we let (x be a random variable
of the form
(k= nre’®

with (0k) Kezz are independent and identically distributed uniform random variables in
[0,27]. In the litterature, this is often refered to as Random Phase (RP). Our result would
also hold for Random Phase and Amplitudes (RPA) with complex Gaussian random variables.
We consider the randomization of the previous initial data

1 7 3 . .
5 a7 (5 g o

Kez? (27T) Ke72
L L

thus ¢ is essentially a random periodic function Fj with large period 27 L, with random
phase Fourier coefficients, embedded in ¥ by Gaussian truncation. Since the randomness
does not change the modulus of the Fourier transform of the function, it satisfies almost
surely all the bounds from the previous sections. For v(0) = ¢, we compute the second
order expansion of the variance

E[|<v(t)>K’U|2] = EZE%,a(ta 90) + €4Ell<,o(t’ 77) + EﬁE%{,o(t’ 77) + RK,U(t’ 77)

with
Ey . (t,n) = E[{0)k.0|*],
Ego(t,;n) = 2E[Re ((0) k.0 (V) k)]
E% () =E[[(V ) kol?] + 2E[Re ()10 (V) )]

With the previous computation of (V1) , in the deterministic case, the main computation
to perform is (V?)k ,. Again, we work in the timeframe te? < 1 thus B.(¢) ~ 1 and

(eta L 2 hin K—it|K|?

— 2
gK7E)(‘T) = (277)26 2 :gK,G(I)e HE] .

We have

t s t s
V2(t) = 2 / / Ru(s, 0y, R(s', 0, 0, 0))ds'ds + / / Ru(s. 0 R(5', 0, 0, 0), ) ds'ds

and

/ / Ri(8, 9K, b 9o h R(S', 9K b Gia by 9Ecs,n) )ds'ds

A isA—— i(s—s')A ‘A is' A—— is' A /
/ / o gK17h€ o gK27hel(s e) ( ' 9Ks,n€ o gK4,hels ngah)>dS ds
,:/ / o= i8(1K 1~ Kot K |? = | Ky [P+ Ko — [ Ko |?) =i’ (| Kol — K >+ Kal? ~ | K512) 1 of s

with K¢ = K3 — K4+ K5 as for the first order term and a localization on K = K7 — Ko+ Ky
for (V2) ,. This gives the following proposition.

Proposition 5.1. Let (h, L, o) in asymptotic regime (AR). Then we have

t s
2 _ _ __ RETNA S K2K3Ke—iS/AwK4K5K6K1 ds'ds
K,o MK, KKK TS
K=K;-K>+K3 00
Ki1=K4s—Ks+Kg

t S
- i
+ Z MR KK K K / / eISAWK, Ky Ky K o= i8' AWk K5 K6 K2 6/ d s
K=K, —-Ky+K3 0 70

Ko=K4— K5+ Kg
+ 7K (t,n)
with
t< - = 7rg(t,n) < tL?log(L) + L*.
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Proof: We have

t s t s
Vk2(t) = 2/0 /0 Rk(57¢7¢aR(sl?@a¢7¢))d8/dS + /0 /0 Rk(&%R(S/a%%@)a‘ﬂ)dslds

=: /Ot /OS(2A+B)(S, s')ds'ds.

For the first term, we have

(A k.o
= 2m0” // / JK,0€ ”A 20k, h€ZSA9K2,hei(S_S/)A(eiS/AgKg,heiS,AgK4,h6iS/AgK5,h))
K17K27K37K4 R2
= 2m0” / / / e B g e A i, et Bgre, net A (e’ Bk, heZS/AgK4,heiS,AgK5,h)
K17K27K37K4 R?
= 270” z / / / 8 (5B gpe e 2 g, 1€ B grey 1) e A (€ A gre, ne B gre, ne’ A g n)-
Ki1,K2,K3,K4,K5 R?
Using that
( ztAgK )( ): (ﬁé(ile‘2ﬁ2€(t)|m2+iﬁe(t)m~Kitﬁe(t)|K|2
€ 2
with !
=
Be(®) 1+ 2ite?
we get

TisA . is TisA 1 —z(s)|z s)-x s
e gk g€ AgKl,hG”AgK2,h = 7(2#)6‘&( s)[? 50( )e )2+ ¢(s)a+7(s)

and

heis’A

i A s 1 —Z(s) |22 4+C(s") - w7 (s
AgKS) gK47he‘ AgK5,h = Wlﬁh(sl)Pﬁh(S/)e (s")|z|*+¢(s")-2+7(s")

with

(s) = h’Re(By, )+ ﬂg( ),
((s) = —iBo(s) K + Zﬁh( VK1 —ifn(s)Ka,
(s) = isBo ()| K|* — isBh(s)| K1|? + isBn(s) | Ka|?,
2(s') = K2Re(4(") + o ().
C(s') = iBu(s") K3 — iBn(s') Ka + ifn(s') Ks,
V(") = —isBn(s") [ Ks]* + isB(s") [ Kal* — isBh(s") [ K[>

Recall that for
flz) = e#lol+ee,

we have

(”Af)( ) ﬁe 1+iitz|z‘2+1+iitzI‘§+1+ifz‘tz§'§

thus

181 (5)|*Bo (5)
(2m)0 (1 + 4isz(s))

2(s) (2 1 o is Ny
X e~ THiisz(s) 121"+ ez 2 )+ iz C(é)‘C(é)e’Y(S)

isA( _is isA is
e (BB gx o€ 0K, h€ B GR, h) =

and

1B (s")[*Bn(s")
2m)6 (1 — 4is'Z(s"))

zs)

e eis’A

7is’A(eis’A

A
9K,k gr.he” CgKsn) = (

S ~ ~
X e 1-4ais'z(s") || +ia z(s/)g” C(s")— 174;:/5(5/)4(3/)'4(5/)67(8/).
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This gives
t s
2 § : / 1
<A>K,a =270 / / WK1K2K3K4K5K(37 S )deS
K1,K2,K3,K4,K5 70 0
with

1B ()2 B ()1Bn(5)*Br(5')  ess)+besDbteusty
Wik (5, 57) 1= (2m)12(1 + disz(s)) (1 — 4is'Z()) o

and

%(s) z(s")

1+ 4isz(s) Tz 4is'z(s")’
¢(s) E(S/)

1+ 4isz(s) Tz 4is'z(s")’

a(s,s') =

b(s,s) =

-/

(508 1= o5 €00) gy ) ) (8) 4715,

Recall that we work in the scaling (s + s')h% < (s + s')0? < 1. We have

0’27
z(s) = hQRe(ﬂh(s)) + 75(,(8)
0_2
=h>+ 5 + O(s0?),
((8) = —ifBs(s) K +iBn(s) K1 — iB(s) K2
= —i(K — K1 + Ky) + 250%K + 2sh?(K, + K3) + O(s*0?),
(8) = isBo ()| K|* —isBp(s)|Ku | + isPu(s) K|
= is(|K|? — |K1]* + | Ka|?) — 25202 | K|? — 25?h2(| K1 > + | Ka|*) + O(s%0%),

2
Z(s') = h*Re(Bn(s)) + %&L(s’)
2
=2 o,
C(s') = iBu(s") K3 — iBu(s') Ku + ifn(s') Ks
=i(K3 — K4+ K5) + sh?(K3 + Ky + K5) + O(s*h*),
(s') = —isB(s) K> +isPn(s") | Ka|> — isBu(s)| Ks|®
= is( P — Kl 1K) — SRAKS? + Kl + [Ksl?) + O(s°h).
We have
52(s) = O(sc?) and s'Z(s") = O(s'h?)
hence we have
a(s,s') = 2(s) (1 + O(sc?)) + Z(s') (1 + O(s'h?))
1 )

_ -2
720'+

b(s,s') = ((s)(1 + O(s0?)) + (s’ )(1+ O(s0?))
= —i(K - K| + Ky — K3+ K4 — K5) + O(s0?),
c(s, ") = O(s).

~h% + O(so? + s'h?)

As for the first order term, this gives an exponential localisation on K = K; — Ko + K3 —
K4+ K5. We get

t s
/ / i E L~ P K [?) s’ (1K | — | K[+ K5 |?) | K K+ Ko ? is' | K~ Kat Ks | 4o g

t s
:/ / s (K2 =K1 | Ko 2= Ko ?) —is” (| Ka >~ | K2+ K5 P~ | Ko [*) 14/ s
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with K¢ := K — K1 + K3 = K3 — K4 + K5. The rest of the proof follows from similar
computations and a bound on the derivative with an integration by part, as for the proof of
Proposition 4.3.

O
We get the expansion
63 1 _ e_itA“’KKleKS
(v(t)) k.o = eC(K) — 2n) E Cry Cre» Qe AL
KKKyt K KK1KyKs
65 2 (K4CK5CK6@CK3 (e_it(AwKK1K2K3 AWK K4 K5 K) 1 e_itAwK1K4K5K6 — 1)
- 8 Z — -
(2m) KK Tyt Ko AWk, K, K5 Ko AWk K, KyKs — AWK, Ky Ks K AWK K, KoK
K1=K4—Ks+Kg
gd Z CKl CK4CK5CK5CK3 (e—it(AwKK1K2K3—AwK2K4K5K6) -1 e tAWK, Ky K5 Kg 1)
(27T)8 AWK2K4K5K6 AwKKlKQK;} - AwK2K4K5K6 AwKKlKQKS

K=K —-K>+K3
Ky=K4—Ks+Kg

+ K0 (t)

using that for a,b € R, we have

t ops o, it(a—b) __ ita __
/ / ezsaezsbdslds_1<e 1_6 1)
o Jo b (a_b) a

with the conventions e”:_l =it for a = 0 and %(e“(Z:bb)_l — e“‘;—l) = —%t2 fora=b=0.
This is exactly the formal computations done by Buckmaster, Germain, Hani and Shatah
in [2] Section 3 and they prove that taking the expectation of yields the kinetic operator
Kx. While the main term in F;(t,7n) vanishes at first order, it still dominates the second
order term in the expansion with respec to £. Because the nonlinearity satisfies g(u7) = g(u),

Eq(t,n) = —E1(—t,n) and we have

E[[(v(®) k.0 [*] + E[[(v(=1)) k.0 *] = 26?In(K)[* + 26° Ba(t, 1) + O(P).

Theorem 5.2. Let (h,L,0) be in the asymptotic scaling (AR), K € Z3, u(t) the solution

o (NLS) with random initial data u(0) = epp, 6 > 0 and assume € <K %2 Then v(t) =
e~ Au(t) satisfies

ote? teS14 i
E[[{(v(t)k.0%] = m\ﬂ( )P+ ' Er(t,n) + (QT)E;’CK(W) + o(te5 L)

Jor L0 <t < L'7°. For L*™ <t < 75, we have
ote? 2t2e5 L2 log(L
Bl o] = el OP +2 Batton) + 25 B ) + oL gt L)

Moreover, we have
E {@(t))K,UW} = o(e*L* + t=* L2 log(L))
for K + K.
Proof: Recall that
E[[(v(t))r0?] = € Ex o (t,9) + e Ex () + e°EX 5 (1, ) + Ric o (t, )

with

E?(,g(tﬂﬂ EU Kal ]
Efl(' O'(t7<p) QE[ (<U>K70'WK,O')]5
Ef () =E[[{(VNkol*] + 2E[Im ((v) k0 (V) g ,)]-

)
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In the second order term, the expectation

E [Ck, CraCrsCrsCres s ) € {0,1}

gives 6 terms with (K7, Ko, K3) a permutation of (K4, K5, Kg). For the square term, similar
computations as Proposition 4.3 gives

E[[(V))k.ol]

1 — e HAWKK | KoKy (2
=4 Y Pl +2 D I Pl P, |
Kl,Kz K:K17K2+K3 KK1K2K3
+ o(tL*log(L) + L)
sin(%tAwKKlKﬂ(g_) 2

=4 Y Pl +2 DT e P P,
K ,K> K=Ki—K>+Ks3 3 AWK K Ky K3

+ o(t*L*log(L) + tL*)

for t = o(h™1). Following the computation in [2] Section 3 and Proposition 5.1, we get

EQ(t’ 77)

sin(%tAwKKleKS) 2

1 1 1 1
= Y P PP (s - et e - )
K=K, —Ko+Ks ‘77K| ‘77K1| |77K2| |77K3|

+ o(t*L*log(L) + tL*)

T
SAWK K, KoK

which is again a convergence Riemann sum for ¢ < L'79. For I?10 <t < #, the result

follows with similar proof as done in [13]. For the propagation of chaos, the term of order
€2 cancels using that IE[CKCK,] =0 for K # K’'. To complete the proof, one only needs to
prove that the term F; (¢,n) cancels at first order which again follows from the computation

in [2].

O
A — Appendix
We compute here the Fourier transform of complex Gaussians.
Lemma AA. Let
z€C, Re(z)>0. (3)
Then (in dimension 2)
_ZH2 o _\§\2
F (e ) = —e 4. (4)
z

More generally, let z = z; + iz € C, a € R? and
f(z) = e~ el rae

then

B ()

and the equivalent formula: for any & = (£1,&2) € C2, with the notation & - x = &1 + Eaa
and - & =€ + & €C,

/ el ey = Tohs (6)
R4 z
Proof : Indeed,
2
a 200 zla
2P +a-z=—z|x — —| —iZ— ‘|2
221 Z1 427

We now recall

—

f@—a)(k) = f(k)e™**, fe-iaw = f(k +a).
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Let

— __a_
glz)=e Z|I BN
then
NG B2
. i
g k) = (*) e z 2z
(k)= {3
and
_jz2a 4 zlal?
= # 4z
f(@)=g(x)e ™
and hence
~ z|al? 4 zlal? . W 2 .
f(k) = e % glk+ Z—2a = (I) 2 e 421 ¢ 32 k+;a’ 712214(k+2a)
21 z
4 zla|?2 1 2, 229 230 9\ iak ilal®zy
B (I> ) e@ E<‘k‘ i - ak+¥‘a‘ > 72azl 22%
z
d k2, (g N
e (z) 2 e 4z +(a k)( 2zz1 221)+|a| (4?% 422% 25%)
z
2 2
(W)% — e = gt [ ti(z i) 2y (51 iz2)® — 25 2iz (21 iz
= - e zz]
z
d
2 k|2 i(a-k a2
= (I)Q e—%_gqu%'
z
O
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