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#### Abstract

In this paper we study the asymptotics of the three-dimensional displacement field for clamped and free linear elastic shallow shells as the thickness tends to zero. As in the case of plates, the asymptotics contains regular terms and boundary layers. The two-dimensional generators of the regular parts are solutions of two-dimensional problems governed by an elliptic system in the sense of S. Agmon, A. Douglis and L. Nirenberg. This asymptotics is justified by optimal error estimates and improves the results obtained by S. Busse, P. G. Ciarlet and B. Miara.


## Introduction

A thin shell can be defined as a three-dimensional object with a small thickness compared to the other sizes of the mean surface. The expression shallow shell means that the curvature of the mean surface is also small with respect to the sizes of the mean surface.

We show (see theorem 1.1) that if $S$ is a surface embedded in $\mathbb{R}^{3}$ and if its principal curvatures are small with respect to the intrinsic diameter of $S$, the surface is given by a graph over a surface immersed in $\mathbb{R}^{2}$. Moreover, we show that the height of the graph is of the order of the magnitude of the curvature. In the following, we consider shells whose middle surfaces have curvature of the same order as the thickness. This characteristic common length is measured by the number $\varepsilon>0$.

The previous result then leads to consider a shallow shell as a shell of thickness $2 \varepsilon$ whose middle surface is an element of a family of surfaces $S_{\varepsilon}$ represented by the application

$$
\omega \ni\left(x_{1}, x_{2}\right) \mapsto\left(x_{1}, x_{2}, \varepsilon \theta\left(x_{1}, x_{2}\right)\right) \in \mathbb{R}^{3}
$$

where $\omega$ is a flat surface with regular boundary immersed in $\mathbb{R}^{2}$ and $\theta$ a smooth function on $\omega$. If $\omega$ is embedded in $\mathbb{R}^{2}$, the previous application is a classical graph over a domain of $\mathbb{R}^{2}$. The three-dimensional shallow shell is then represented by the image $\hat{\Omega}^{\varepsilon}$ of the application $\boldsymbol{\Phi}^{\varepsilon}$ defined by

$$
\boldsymbol{\Phi}^{\varepsilon}: \bar{\Omega}^{\varepsilon}=\bar{\omega} \times[-\varepsilon, \varepsilon] \ni\left(x_{1}, x_{2}, x_{3}^{\varepsilon}\right) \mapsto\left(x_{1}, x_{2}, \varepsilon \theta\left(x_{1}, x_{2}\right)\right)+x_{3}^{\varepsilon} \boldsymbol{a}_{3}^{\varepsilon}\left(x_{1}, x_{2}\right),
$$

where $\boldsymbol{a}_{3}^{\varepsilon}\left(x_{1}, x_{2}\right)$ denotes the unit normal vector to the surface $S_{\varepsilon}$. This is the definition given for the first time by P. G. Ciarlet and J. C. Paumier in [7] and our result in theorem 1.1 justifies it.

We suppose that $\hat{\Omega}^{\varepsilon}$ is made with an homogeneous and isotropic material, and that the shell is subjected to the action of volume forces and to conditions on the

[^0]lateral boundary (clamped or free). The diffeomorphism $\boldsymbol{\Phi}^{\varepsilon}$ induces on $\hat{\Omega}^{\varepsilon}$ the system of curvilinear coordinates $\left(x_{1}, x_{2}, x_{3}^{\varepsilon}\right) \in \Omega^{\varepsilon}$. Our aim is to study the asymptotic behaviour of the displacement $\boldsymbol{u}^{\varepsilon}$, solution of the three-dimensional linear elasticity equation written in curvilinear coordinates. The body forces are represented by a vector field $f^{\varepsilon}$.

With this definition, a plate is a special case of a shallow shell: if the mean surface is described by the function $\theta=0$ and if $\omega$ is embedded in $\mathbb{R}^{2}$, then $\hat{\Omega}^{\varepsilon}=\omega \times(-\varepsilon+\varepsilon)$ is a plate in the usual sense, with mean surface $S \equiv \omega \subset \mathbb{R}^{2}$ independent on $\varepsilon$. Thus, we expect that the behaviour of the displacement when $\varepsilon$ tends to zero can be described in a same way as for plates, with some differences coming from the existence of a non-zero curvature.

For plates, after the scaling $x_{3}^{\varepsilon}=\varepsilon x_{3}$ and the change of unknown $\boldsymbol{u}(\varepsilon)\left(x_{*}, x_{3}\right)=$ $\left(u_{*}^{\varepsilon}, \varepsilon u_{3}^{\varepsilon}\right)\left(x_{*}, x_{3}^{\varepsilon}\right)$, and by supposing that there exists a vector field $\boldsymbol{f}\left(x_{*}, x_{3}\right)$ such that $f^{\alpha, \varepsilon}\left(x_{*}, x_{3}^{\varepsilon}\right)=f^{\alpha}\left(x_{*}, x_{3}\right)$ and $f^{3, \varepsilon}\left(x_{*}, x_{3}^{\varepsilon}\right)=\varepsilon f^{3}\left(x_{*}, x_{3}\right)$, the displacement $\boldsymbol{u}(\varepsilon)$ tends to a Kirchhoff-Love displacement $\left(\zeta_{*}^{0}\left(x_{*}\right)-x_{3} \nabla_{*} \zeta_{3}^{0}\left(x_{*}\right), \zeta_{3}^{0}\left(x_{*}\right)\right)$, where $x_{*}, \zeta_{*}^{0}$ and $\nabla_{*} \zeta_{3}^{0}$ are condensed notations for $\left(x_{1}, x_{2}\right),\left(\zeta_{1}^{0}, \zeta_{2}^{0}\right)$ and $\left(\partial_{1} \zeta_{3}^{0}, \partial_{2} \zeta_{3}^{0}\right)$. The generator $\boldsymbol{\zeta}^{0}=\left(\zeta_{*}, \zeta_{3}\right)$ is solution of a two-dimensional problem posed on $\omega$, involving the decoupled operator

$$
\left(\begin{array}{cc}
L^{\mathrm{m}} & 0 \\
0 & L^{\mathrm{b}}
\end{array}\right),
$$

where $L^{\mathrm{m}}$ acts on $\zeta_{*}$ and is the membrane operator for plates, and where $L^{\mathrm{b}}$ acts on $\zeta_{3}$ and is the bending operator (see $[8,11]$ ). Note that this operator is the expression of Koiter's operator (see [16]) in the case of plates after the scaling of the unknown.

For clamped shallow shells, using the method of extracting subsequences, Ciarlet, Miara [6] in Cartesian coordinates, and Busse, Ciarlet and Miara [4] in curvilinear coordinates showed that the scaled displacement $\boldsymbol{u}(\varepsilon)$ converges to a Kirchhoff-Love term, whose generator $\zeta^{0}$ is solution of a two-dimensional equation on $\omega$ involving an operator $\boldsymbol{P}$ that couples the membrane and bending parts with terms depending on $\theta$. Two "different" problems are obtained depending on whether the threedimensional linear elasticity problem is written in Cartesian or curvilinear coordinates (see [6] and [4]). A comparison between these two models is made in Andreoiu [3], showing that both models describe the same limit after a change of coordinate system. In this paper, the displacement is studied in curvilinear coordinates, as in [4]. With the help of the operator $\boldsymbol{P}$ and the introduction of boundary layer terms, we show the existence of complete asymptotic expansion for the displacement.

As for thin elastic plates, lateral boundary conditions influence the asymptotics of the the three-dimensional displacement field. Two lateral boundary conditions are studied in this paper: shallow shells clamped over the whole lateral boundary and free shallow shells. In the case of plates the influence of lateral boundary conditions is described in Dauge, Gruais \& Rössle [11]. Many results of [11] will be used in this paper.

Our aim is to construct an infinite asymptotic expansion of the displacement, validated by optimal error estimates in $\mathbf{H}^{1}$ norm. As for plates (see $[9,11,8]$ and also [18, 17]), this asymptotics includes:
an outer part containing displacements depending on the in-plane variable $x_{*}$ and of the scaled transverse variable $x_{3}$ and
an inner part containing boundary layer terms depending on two scaled variables: $x_{3}$ and $t=\varepsilon^{-1} r$ where $r$ is the distance to the lateral boundary.

The outer part contains Kirchhoff-Love fields. Their generators verify two-dimensional problems governed by the elliptic operator $\boldsymbol{P}$. The traces (Dirichlet in the clamped case and Neumann in the free case) for these generators are determined by the conditions ensuring the exponential decay at infinity of the boundary layer terms in the inner part.

Our paper is organised as follows: In section 1, we discuss the concept of shallow shell and prove a theorem showing that a surface with small curvature is a graph over a flat immersed surface of $\mathbb{R}^{2}$.

In section 2 we introduce the studied problem. We consider the three-dimensional linear elasticity equations on the domain $\hat{\Omega}^{\varepsilon}$. We then make a change of coordinates, using the special geometry of the shallow shell, in order to write the equations in curvilinear coordinates on $\Omega^{\varepsilon}=\omega \times(-\varepsilon,+\varepsilon)$. Using scalings, the problem is written on a fixed manifold defined as $\Omega:=\omega \times(-1,+1)$.

In section 3, we state the results concerning the mixed Ansatz containing outer and inner expansions and we describe the two-dimensional elliptic operator governing the equations for the Kirchhoff-Love generators of the outer part. We also describe the first Kirchhoff-Love terms for each boundary condition considered.

In section 4, we expand the three-dimensional elasticity operator with respect to $\varepsilon$. We then study the solution of the equations without boundary condition in formal series algebra in $\varepsilon$. In this way, we give the algorithm for the construction of the outer part: the three-dimensional solution is determined by two-dimensional Kirchhoff-Love generators satisfying equations involving the operator $\boldsymbol{P}$. This analysis correspond to the formal series solution for shells (see [14]).

In section 5, we investigate the lateral boundary conditions. To this aim, we introduce an expansion constituted by terms depending on the variable $t=\varepsilon^{-1} r$, where $r$ is the distance to the lateral boundary. This new scaling implies a change of variables in the operators in order to set the equations acting on boundary layer terms. We then see that the first terms in $\varepsilon$ of the operators written with the variables $\left(t, s, x_{3}\right)$ are the same as for plates ( $s$ denote the arc-length on the lateral boundary). Finally, we match the boundary layer terms to the outer terms constructed in section 3. This matching is only possible on the lateral boundary. We then recall the definition of the spaces in which boundary layer terms will be found, and we review the properties of the operators governing the equations that boundary layers have to verify.

In section $6 \& 7$, we outline the proofs of the final result in both the clamped and free cases. The method and arguments are identical to those used for plates (see [11, 8]). We show how the requirement for the boundary layer terms to be exponentially decreasing gives rise to two-dimensional boundary conditions for the Kirchhoff-Love generators of the outer part. These conditions lead to well defined generators, which ensure the existence and uniqueness of the expansion. The construction of asymptotic expansion of the three-dimensional displacement is then standard.

## 1. SHALLOW SHELLS

A shell $\widehat{\Omega}$ is characterised by its mean surface $S$ and its thickness $d: \widehat{\Omega}$ is the subset of $\mathbb{R}^{3}$ formed by the points $P+h \boldsymbol{n}(P) \in \mathbb{R}^{3}$, where $P \in S, \boldsymbol{n}(P)$ is the unit normal vector to $S$ in $P$ and $h \in\left(-\frac{d}{2}, \frac{d}{2}\right)$.

Reciprocally, let $S$ be a smooth surface with boundary, and let $K_{\max }$ be the maximum of the absolute values of the principal curvatures of $S$. If $d<1 / K_{\max }$, then the map

$$
S \times\left(-\frac{d}{2}, \frac{d}{2}\right) \ni(P, h) \mapsto P+h \boldsymbol{n}(P) \in \mathbb{R}^{3}
$$

is a $\mathscr{C}^{\infty}$-diffeomorphism with image $\widehat{\Omega}$, and in this situation, $\widehat{\Omega}$ is a shell. We say that $\widehat{\Omega}$ is a shallow shell if $K_{\max }$ satisfies an estimate of the type $K_{\max } \leq C d$, where $C$ does not depend on $d$.

Moreover, we have the following theorem:
Theorem 1.1. Let $S$ be an orientable, compact and connected surface with boundary, embedded in $\mathbb{R}^{3}$. Let $d(P, Q)$ denote the geodesic distance between two points $P$ and $Q$ of $S$, and let $D:=\max _{P, Q \in S} d(P, Q)$ be the intrinsic diameter of $S$. We denote by $K_{\max }$ the maximum of the absolute values of the principal curvatures of $S$. Then if $K_{\max } \leq \frac{1}{2 D}$, there exists a point $P_{0} \in S$, such that the orthogonal projection of $S$ on its tangent plan in $P_{0}$ allows the representation of $S$ as a $\mathscr{C}^{\infty}$ graph in $\mathbb{R}^{3}$ :

$$
\omega \ni(x, y) \mapsto(x, y, \Theta(x, y)) \in S \subset \mathbb{R}^{3},
$$

where $\omega$ is a flat surface with smooth boundary immersed in $T_{P_{0}} S$, the tangent plan at $S$ in $P_{0}$, subset of $\mathbb{R}^{3}$, and where $\Theta$ is a function over this surface. Moreover, we have

$$
\begin{equation*}
|\Theta| \leq C K_{\max } \quad \text { and } \quad\|\nabla \Theta\| \leq C K_{\max } \tag{1.1}
\end{equation*}
$$

with constants $C$ depending only on $D$.
Proof. Let $N(P)$ denote the outer normal field on $S$, and let $P_{0} \in S$. We can suppose that $N\left(P_{0}\right)$ is the point $(0,0,1)$ in a Euclidean coordinates system $(x, y, z)$, where $(x, y) \in T_{P_{0}} S$. If $X$ is a vector field on $S$, and if $\langle\cdot, \cdot\rangle$ is the Euclidean scalar product in $\mathbb{R}^{3}$, we have that, for all $P \in S$,

$$
\begin{equation*}
X\left\langle N(P), N\left(P_{0}\right)\right\rangle=\left\langle\nabla_{X} N(P), N\left(P_{0}\right)\right\rangle \tag{1.2}
\end{equation*}
$$

where $\nabla$ is the standard connection in $\mathbb{R}^{3}$. By definition of the principal curvatures, we then have

$$
\forall P \in S, \quad\left|X\left\langle N(P), N\left(P_{0}\right)\right\rangle\right| \leq K_{\max }\|X\|
$$

where $\|X\|$ denote the norm of $X$ in $P$ with respect to the metric in $S$ induced by the Euclidean metric in $\mathbb{R}^{3}$. Let $f(P)$ be the function $P \mapsto\left\langle N(P), N\left(P_{0}\right)\right\rangle$. Let $P \in S$, and $\alpha(s)$ be a minimising geodesic joining $P_{0}$ to $P$, where $s$ is the arc length on $\alpha$. Thus, the vector $\alpha^{\prime}(s)$ is of length 1 . The previous estimate shows that

$$
\forall s, \quad\left|\frac{\mathrm{~d}}{\mathrm{~d} s} f(\alpha(s))\right| \leq K_{\max }\left\|\alpha^{\prime}(s)\right\|=K_{\max }
$$

By integrating this inequality, we find that

$$
\begin{equation*}
\left|f\left(P_{0}\right)-f(P)\right|=\left|\int_{0}^{d\left(P_{0}, P\right)} \frac{\mathrm{d}}{\mathrm{~d} s} f(\alpha(s)) \mathrm{d} s\right| \leq K_{\max } d\left(P_{0}, P\right) \leq K_{\max } D \tag{1.3}
\end{equation*}
$$

But $f\left(P_{0}\right)=1$, hence, if $K_{\max } \leq \frac{1}{2 D}$, we have that for all $P \in S, 1 \geq f(P) \geq 1 / 2$. Thus, the normals $N(P)$ take values in a compact set of the hemisphere $\{(x, y, z) \in$ $\left.\mathbb{R}^{3}, x^{2}+y^{2}+z^{2}=1, z>0\right\}$.

Now, if $P \in S$, this shows that $T_{P} S$ and $T_{P_{0}} S$ are not orthogonal, and thus in a neighbourhood of $P$, the surface $S$ is given as a graph over a domain $\omega_{P} \subset T_{P_{0}} S$. The collection of domains $\left\{\omega_{P}\right\}_{P \in S}$ then defines the atlas of a surface $\omega$ immersed in $T_{P_{0}} S$.

Now, we prove the estimates (1.1). Let $P \in S$ and $\alpha(s)$ a minimising geodesic joining $P_{0}$ and $P$, where $s \in\left(0, d\left(P_{0}, P\right)\right)$ denotes the arc-length. Thus, we have that $\alpha^{\prime \prime}(s)=\kappa(s) N(\alpha(s))$, where $\kappa(s)$ is the principal curvature of $S$ in the point $\alpha(s)$ in the direction $\alpha^{\prime}(s)$ (see [12]). Thus, if

$$
z(s)=\left\langle\alpha(s), N\left(P_{0}\right)\right\rangle
$$

denotes the level function on $S$ in the $z$-direction, we have

$$
\left|z^{\prime \prime}(s)\right|=\left|\left\langle\alpha^{\prime \prime}(s), N\left(P_{0}\right)\right\rangle\right| \leq K_{\max }\left|\left\langle N(\alpha(s)), N\left(P_{0}\right)\right\rangle\right| \leq K_{\max } .
$$

Moreover we have $z^{\prime}(0)=\left\langle\alpha^{\prime}(0), N\left(P_{0}\right)\right\rangle=0$ because $\alpha^{\prime}(0)$ belongs to $T_{P_{0}} S$ and $z(0)=0$ because $P_{0}$ is at the height $z=0$. By integrating twice with respect to $s$, using the fact that the length of $\alpha$ is less than $D$, we find that $|z(s)| \leq C K_{\max }$, where $C$ depends only on $D$. But at the point $P$, the height function is just the value of $\Theta$ at the point in $\omega$ corresponding to $P$. This proves the result.

In order to establish the estimate for $\nabla \Theta$, we proceed as follows: Let $P$ be a point of $S$ and let $\left(x_{P}, y_{P}\right)$ be the coordinates of $P$ in $\omega$. Let $Y$ be a vector of $\mathbb{R}^{2}$ and also let $(x(t), y(t))$ be a curve in the $(x, y)$, such that $(x(0), y(0))=\left(x_{P}, y_{P}\right)$ and $\left(x^{\prime}(0), y^{\prime}(0)\right)=Y$. We denote by $\beta(t)=(x(t), y(t), \Theta(x(t), y(t)))$ the corresponding curve on $S$, hence we have $\beta(0)=P$ and $\beta^{\prime}(0)=\left(Y, \nabla \Theta\left(x_{P}, y_{P}\right) \cdot Y\right)$. Thus, we have

$$
\begin{equation*}
\nabla \Theta\left(x_{P}, y_{P}\right) \cdot Y=\left\langle\beta^{\prime}(0), N\left(P_{0}\right)\right\rangle \tag{1.4}
\end{equation*}
$$

Using the fact that $\beta^{\prime}(0)$ is orthogonal to $N(P)$, we have

$$
\left|\left\langle\beta^{\prime}(0), N\left(P_{0}\right)\right\rangle\right| \leq\|Y\|\left\langle N(P), N\left(P_{0}\right)\right\rangle^{-1} \sqrt{1-\left\langle N(P), N\left(P_{0}\right)\right\rangle^{2}} .
$$

Hence, we have

$$
\begin{equation*}
\left\|\nabla \Theta\left(x_{P}, y_{P}\right)\right\| \leq\left\langle N(P), N\left(P_{0}\right)\right\rangle^{-1} \sqrt{1-\left\langle N(P), N\left(P_{0}\right)\right\rangle^{2}} \tag{1.5}
\end{equation*}
$$

Recall that $f(P)=\left\langle N(P), N\left(P_{0}\right)\right\rangle$. Using the previous notations, and equations (1.2) and (1.4), we find that

$$
\begin{aligned}
\left|\beta^{\prime}(0) f(P)\right| & =\left|\left\langle\nabla_{\beta^{\prime}(0)} N(P), N\left(P_{0}\right)\right\rangle\right| \\
& \leq K_{\max }\left|\left\langle\beta^{\prime}(0), N\left(P_{0}\right)\right\rangle\right| \\
& \leq K_{\max }\|Y\|\left\|\nabla \Theta\left(x_{P}, y_{P}\right)\right\| .
\end{aligned}
$$

This equation is valid for all curve $\beta$ lying on $S$, with $Y$ the horizontal part of $\beta^{\prime}$. Thus, we can reproduce the proof of estimate (1.3), and we find

$$
\left|f(P)-f\left(P_{0}\right)\right| \leq K_{\max } D\|\nabla \Theta\|
$$

where $\|\nabla \Theta\|=\sup _{x, y \in \omega}\|\nabla \Theta(x, y)\|$. But, under the condition $K_{\max } \leq 1 / 2 D$, we have $f(P) \geq 1 / 2$. The previous equations show that

$$
\forall P \in S, \quad\left\|\nabla \Theta\left(x_{P}, y_{P}\right)\right\|^{2} \leq 4\left(2 K_{\max } D\|\nabla \Theta\|-K_{\max }^{2} D^{2}\|\nabla \Theta\|^{2}\right)
$$

Hence, we find that

$$
\|\nabla \Theta\| \leq 8 D K_{\max }
$$

This ends the proof of the theorem.
Thus, if $S$ is a surface satisfying the condition $K_{\max } \leq C d$ for $d$ sufficiently small, $(d \leq 1 / 2 C D), S$ satisfies the conditions of the theorem. Hence, there exists $\rho_{0}>0$ such that for all $0<\rho<\rho_{0}$, the image $\widehat{\Omega}$ of the application

$$
(x, y, h) \mapsto((x, y, \Theta(x, y))+h \boldsymbol{n}(x, y, \Theta(x, y))) \quad \text { for } \quad(x, y, h) \in \omega \times\left(-\frac{\rho}{2}, \frac{\rho}{2}\right)
$$

is an embedded open set of $\mathbb{R}^{3}$.
In the following, we suppose that $\rho_{0}>d$. In comparison with the estimate on $\Theta$ and $\nabla \Theta$ under the condition $K_{\max } \leq C d$, we normalise the graph by setting $\Theta=\frac{d}{2} \theta$, where $\theta$ is a function on the manifold $\omega$.

Using classical notations (see [5]), we thus consider a shallow shell as an element of the family of sets $\hat{\Omega}^{\varepsilon}$ indexed by $\varepsilon$, image of the application $\boldsymbol{\Phi}^{\varepsilon}$ defined by

$$
\begin{equation*}
\boldsymbol{\Phi}^{\varepsilon}: \bar{\Omega}^{\varepsilon}=\bar{\omega} \times[-\varepsilon, \varepsilon] \ni\left(x_{1}, x_{2}, x_{3}^{\varepsilon}\right) \mapsto\left(x_{1}, x_{2}, \varepsilon \theta\left(x_{1}, x_{2}\right)\right)+x_{3}^{\varepsilon} \boldsymbol{a}_{3}^{\varepsilon}\left(x_{1}, x_{2}\right), \tag{1.6}
\end{equation*}
$$

where $\boldsymbol{a}_{3}^{\varepsilon}\left(x_{1}, x_{2}\right)$ denotes the unit normal vector to the middle surface. Here, $\omega$ is a flat surface with smooth boundary immersed in $\mathbb{R}^{2}$ and $\theta$ a function on $\omega$. The lateral boundary of $\hat{\Omega}^{\varepsilon}$ is the image of $\partial \omega \times[-\varepsilon, \varepsilon]$ by the application $\boldsymbol{\Phi}^{\varepsilon}$.
Remark 1.2. Shallow shells are also used to describe a simplification of Koiter's twodimensional equations: see $[19,20]$. In $[19,20], \varepsilon$ is considered as fixed, and no relation are imposed between the curvature of the middle surface and the thickness. The obtained model is more simple in order to study two-dimensional boundary layers appearing in shells.

## 2. Three-dimensional linear elasticity problem for shallow shells

On the domain $\hat{\Omega}^{\varepsilon}$, there are two natural coordinate systems: a system $\left\{\hat{x}_{i}\right\}$ of Cartesian coordinates coming from the ambient space $\mathbb{R}^{3}$, and the system $\left\{x_{*}, x_{3}^{\varepsilon}\right\}$ called normal coordinate system, coming from the diffeomorphism (1.6).

Associated with the normal coordinate system, we denote by $\boldsymbol{g}_{i}^{\varepsilon}\left(x^{\varepsilon}\right)=\frac{\partial \boldsymbol{\Phi}^{\varepsilon}}{\partial x_{i}^{\varepsilon}}\left(x^{\varepsilon}\right)$, $i=1,2,3$ the covariant basis in $\mathbb{R}^{3}$. The metric tensor in normal coordinates then is written $g_{i j}^{\varepsilon}\left(x^{\varepsilon}\right)=\boldsymbol{g}_{i}^{\varepsilon}\left(x^{\varepsilon}\right) \cdot \boldsymbol{g}_{j}^{\varepsilon}\left(x^{\varepsilon}\right)$, where • is the Euclidean scalar product in the ambient space $\mathbb{R}^{3}$. We also let $g^{\varepsilon}=\operatorname{det}\left(g_{i j}^{\varepsilon}\right)$.

To the covariant basis $\left(\boldsymbol{g}_{i}^{\varepsilon}\left(x^{\varepsilon}\right)\right)$ we associate the contravariant basis $\quad\left(\boldsymbol{g}^{j, \varepsilon}\left(x^{\varepsilon}\right)\right)$ by the formula $\boldsymbol{g}_{i}^{\varepsilon}\left(x^{\varepsilon}\right) \cdot \boldsymbol{g}^{j, \varepsilon}\left(x^{\varepsilon}\right)=\delta_{i}^{j}$, where $\delta_{i}^{j}$ is the Kronecker symbol. The contravariant components of the metric in $\hat{\Omega}^{\varepsilon}$ are written $g^{i j, \varepsilon}=\boldsymbol{g}^{i, \varepsilon} \cdot \boldsymbol{g}^{j, \varepsilon}$, and the Christoffel symbols associated to this metric then are given by $\Gamma_{i j}^{k, \varepsilon}=\frac{\partial \boldsymbol{g}_{j}^{\varepsilon}}{\partial x_{i}^{\varepsilon}} \cdot \boldsymbol{g}^{k, \varepsilon}$.

We assume that the shells $\hat{\Omega}^{\varepsilon}$, for $0<\varepsilon \leq \varepsilon_{0}$, are constituted by a homogeneous, isotropic material with Lamé coefficients $\lambda>0$ and $\mu>0$. We denote by $\Gamma_{0}^{\varepsilon}$ the lateral boundary $\partial \omega \times[-\varepsilon,+\varepsilon]$ of $\bar{\Omega}^{\varepsilon}$ and by $\hat{\Gamma}_{0}^{\varepsilon}=\boldsymbol{\Phi}^{\varepsilon}\left(\Gamma_{0}^{\varepsilon}\right)$ the geometrical lateral boundary.
2.1. The equations of elasticity. In the following, Greek indices take their values in $\{1,2\}$ and Latin indices in $\{1,2,3\}$. Moreover, the summation over repeated indices and exponents is used.

The starting point is the linear elasticity problem that we first describe in Cartesian coordinates. Let $\left\{\hat{x}_{i}\right\}$ be a Cartesian coordinate system in $\mathbb{R}^{3}$. We denote by $\boldsymbol{V}\left(\hat{\Omega}^{\varepsilon}\right)$ the variational space depending on the boundary conditions:

$$
\boldsymbol{V}\left(\hat{\Omega}^{\varepsilon}\right)=\left\{\hat{\boldsymbol{v}}^{\varepsilon}=\left(\hat{v}_{i}^{\varepsilon}\right) \in \mathbf{H}^{1}\left(\hat{\Omega}^{\varepsilon}\right) ; \hat{\boldsymbol{v}}^{\varepsilon}=0 \quad \text { on } \quad \hat{\Gamma}_{0}^{\varepsilon}\right\}
$$

for clamped shallow shells and

$$
\boldsymbol{V}\left(\hat{\Omega}^{\varepsilon}\right)=\mathbf{H}^{1}\left(\hat{\Omega}^{\varepsilon}\right),
$$

in the free case.
The shell is subjected to the action of body forces represented by the vector field $\hat{\boldsymbol{f}}^{\varepsilon}=\left(\hat{f}^{i, \varepsilon}\right)$ on $\hat{\Omega}^{\varepsilon}$.

The considered problem consists in finding $\hat{\boldsymbol{u}}^{\varepsilon} \in \boldsymbol{V}\left(\hat{\Omega}^{\varepsilon}\right)$ such that

$$
\begin{equation*}
\int_{\hat{\Omega}^{\varepsilon}} \hat{A}^{i j k \ell} \hat{e}_{i j}\left(\hat{\boldsymbol{u}}^{\varepsilon}\right) \hat{e}_{k \ell}\left(\hat{\boldsymbol{v}}^{\varepsilon}\right) \mathrm{d} \hat{x}_{1} \mathrm{~d} \hat{x}_{2} \mathrm{~d} \hat{x}_{3}=\int_{\hat{\Omega}^{\varepsilon}} \hat{f}^{i,} \hat{v}_{i}^{\varepsilon} \mathrm{d} \hat{x}_{1} \mathrm{~d} \hat{x}_{2} \mathrm{~d} \hat{x}_{3}, \quad \forall \hat{\boldsymbol{v}}^{\varepsilon} \in \boldsymbol{V}\left(\hat{\Omega}^{\varepsilon}\right), \tag{2.1}
\end{equation*}
$$

where $\hat{A}^{i j k \ell}=\lambda \delta^{i j} \delta^{k \ell}+\mu\left(\delta^{i k} \delta^{j \ell}+\delta^{i l} \delta^{j k}\right)$ is the rigidity matrix and $\hat{e}_{i j}(\hat{\boldsymbol{u}})=\frac{1}{2}\left(\partial_{\hat{x}_{i}} \hat{u}_{j}+\right.$ $\left.\partial_{\hat{x}_{j}} \hat{u}_{i}\right)$. This is the classical three-dimensional elasticity problem posed in Cartesian coordinates on the domain $\hat{\Omega}^{\varepsilon}$ of $\mathbb{R}^{3}$.

The linear elasticity problem in normal coordinates has as unknown the vector $\boldsymbol{u}^{\varepsilon}=\left(u_{i}^{\varepsilon}\right)$ of the coefficients of the displacement of the shallow shell $\hat{\boldsymbol{u}}^{\varepsilon}$ in the contravariant basis: $\hat{\boldsymbol{u}}^{\varepsilon}\left(\boldsymbol{\Phi}^{\varepsilon}\left(x^{\varepsilon}\right)\right)=\left(u_{i}^{\varepsilon} \boldsymbol{g}^{i, \varepsilon}\right)\left(x^{\varepsilon}\right), x^{\varepsilon} \in \Omega^{\varepsilon}$.

We now make a change of coordinate system in order to set the equations in normal coordinates on the domain $\Omega^{\varepsilon}$. We write $\boldsymbol{f}^{\varepsilon}=\left(f^{i, \varepsilon}\right)$ the body forces vector field in normal coordinates. That means we have $\hat{\boldsymbol{f}}^{\varepsilon}\left(\boldsymbol{\Phi}^{\varepsilon}\left(x^{\varepsilon}\right)\right)=\left(f^{i, \varepsilon} \boldsymbol{g}_{i, \varepsilon}\right)\left(x^{\varepsilon}\right)$ for $x^{\varepsilon} \in \Omega^{\varepsilon}$.

After the change of coordinates, following the notations in [5], let $e_{i \| j}^{\varepsilon}\left(\boldsymbol{v}^{\varepsilon}\right)$ denote the components of the linearised deformation tensor associated with a displacement $\boldsymbol{v}^{\varepsilon}=v_{i}^{\varepsilon} \boldsymbol{g}^{i, \varepsilon}$. We find that

$$
\begin{equation*}
e_{i \| j}^{\varepsilon}\left(\boldsymbol{v}^{\varepsilon}\right)=\frac{1}{2}\left(\partial_{i}^{\varepsilon} v_{j}^{\varepsilon}+\partial_{j}^{\varepsilon} v_{i}^{\varepsilon}\right)-\Gamma_{i j}^{p, \varepsilon} v_{p}^{\varepsilon}, \tag{2.2}
\end{equation*}
$$

where $\partial_{i}^{\varepsilon}$ is the derivation with respect to the coordinates in the system $x^{\varepsilon}$. We denote by $A^{\varepsilon}=\left(A^{i j k \ell, \varepsilon}\right)$ the rigidity matrix in normal coordinates, and we have

$$
A^{i j k \ell, \varepsilon}=\lambda g^{i j, \varepsilon} g^{k \ell, \varepsilon}+\mu\left(g^{i k, \varepsilon} g^{j \ell, \varepsilon}+g^{i \ell, \varepsilon} g^{j k, \varepsilon}\right) .
$$

The variational formulation of the linear elasticity problem in curvilinear coordinates is, see [5]: find $\boldsymbol{u}^{\varepsilon} \in \boldsymbol{V}\left(\Omega^{\varepsilon}\right)$ such that

$$
\begin{equation*}
\int_{\Omega^{\varepsilon}} A^{i j k \ell, \varepsilon} e_{i \| j}^{\varepsilon}\left(\boldsymbol{u}^{\varepsilon}\right) e_{k \| \ell}^{\varepsilon}\left(\boldsymbol{v}^{\varepsilon}\right) \sqrt{g^{\varepsilon}}=\int_{\Omega^{\varepsilon}} f^{i, \varepsilon} v_{i}^{\varepsilon} \sqrt{g^{\varepsilon}}, \quad \forall \boldsymbol{v}^{\varepsilon} \in \boldsymbol{V}\left(\Omega^{\varepsilon}\right), \tag{2.3}
\end{equation*}
$$

where $\boldsymbol{V}\left(\Omega^{\varepsilon}\right)$ is the space

$$
\boldsymbol{V}\left(\Omega^{\varepsilon}\right)=\left\{\boldsymbol{v}^{\varepsilon}=\left(v_{i}^{\varepsilon}\right) \in \mathbf{H}^{1}\left(\Omega^{\varepsilon}\right) ; \boldsymbol{v}^{\varepsilon}=0 \text { on } \Gamma_{0}^{\varepsilon}\right\},
$$

in the case of clamped shallow shells and

$$
\boldsymbol{V}\left(\Omega^{\varepsilon}\right)=\mathbf{H}^{1}\left(\Omega^{\varepsilon}\right)
$$

in the free case.
2.2. Scaling and hypothesis on the data. To every point $x^{\varepsilon}=\left(x_{*}, x_{3}^{\varepsilon}\right) \in \Omega^{\varepsilon}$ we associate a point in the fixed open set $\Omega=\omega \times(-1,1)$ by the scaling

$$
\begin{equation*}
\Omega^{\varepsilon} \ni x^{\varepsilon} \mapsto\left(x_{*}, x_{3}=\varepsilon^{-1} x_{3}^{\varepsilon}\right)=: x \in \Omega . \tag{2.4}
\end{equation*}
$$

The corresponding scaling on the unknown $\boldsymbol{u}^{\varepsilon}$ yields a new unknown $\boldsymbol{u}(\varepsilon)$ given by

$$
\begin{equation*}
u_{\alpha}^{\varepsilon}\left(x^{\varepsilon}\right)=u_{\alpha}(\varepsilon)(x), \alpha=1,2, \quad \text { and } \quad u_{3}^{\varepsilon}\left(x^{\varepsilon}\right)=\varepsilon^{-1} u_{3}(\varepsilon)(x) . \tag{2.5}
\end{equation*}
$$

Moreover, we make the following assumption on the forces: we suppose that there exists a vector field $\boldsymbol{f}=\left(f^{\alpha}, f^{3}\right)$ on $\Omega$ that is independent of $\varepsilon$ such that

$$
\begin{equation*}
f^{\alpha, \varepsilon}\left(x^{\varepsilon}\right)=f^{\alpha}(x) \quad \text { and } \quad f^{3, \varepsilon}\left(x^{\varepsilon}\right)=\varepsilon f^{3}(x) \tag{2.6}
\end{equation*}
$$

where $x$ and $x^{\varepsilon}$ are related by the scaling (2.4). We assume that $\boldsymbol{f}=\left(f^{i}\right) \in \mathscr{C}^{\infty}(\bar{\Omega})^{3}$ in order to get an asymptotic of arbitrary order.

Now we can write the problem (2.3) on the fixed domain $\Omega$. The test function spaces become $\boldsymbol{V}(\Omega)=\left\{\boldsymbol{v}=\left(v_{i}\right) \in \mathbf{H}^{1}(\Omega) ; \boldsymbol{v}=0\right.$ on $\left.\Gamma_{0}\right\}$ for clamped shells, where $\Gamma_{0}=\partial \omega \times(-1,1)$, and $\boldsymbol{V}(\Omega)=\mathbf{H}^{1}(\Omega)$ in the free case.

We also define the scaled geometrical data of the shell on $\Omega$, i.e. we define $\boldsymbol{g}_{i}(\varepsilon)$, $\boldsymbol{g}^{i}(\varepsilon), g_{i j}(\varepsilon), g^{i j}(\varepsilon), g(\varepsilon)$ and $\Gamma_{i j}^{k}(\varepsilon)$ such that

$$
\begin{array}{ll}
\boldsymbol{g}_{i}(\varepsilon)(x)=\boldsymbol{g}_{i}^{\varepsilon}\left(x^{\varepsilon}\right), & \boldsymbol{g}^{i}(\varepsilon)(x)=\boldsymbol{g}^{i, \varepsilon}\left(x^{\varepsilon}\right), \\
g_{i j}(\varepsilon)(x)=g_{i j}^{\varepsilon}\left(x^{\varepsilon}\right), & g^{i j}(\varepsilon)(x)=g^{i j, \varepsilon}\left(x^{\varepsilon}\right), \\
g(\varepsilon)(x)=g^{\varepsilon}\left(x^{\varepsilon}\right), & \Gamma_{i j}^{k}(\varepsilon)(x)=\Gamma_{i j}^{k, \varepsilon}\left(x^{\varepsilon}\right) .
\end{array}
$$

We obtain an equivalent problem, see [4], which consists in finding $\boldsymbol{u}(\varepsilon) \in \boldsymbol{V}(\Omega)$ such that

$$
\begin{equation*}
\int_{\Omega} A^{i j k \ell}(\varepsilon) e_{i \| j}(\varepsilon ; \boldsymbol{u}(\varepsilon)) e_{k \| \ell}(\varepsilon ; \boldsymbol{v}) \sqrt{g(\varepsilon)}=\int_{\Omega} f^{i} v_{i} \sqrt{g(\varepsilon)}, \quad \forall \boldsymbol{v} \in \boldsymbol{V}(\Omega) \tag{2.7}
\end{equation*}
$$

where we set,

$$
\begin{align*}
& e_{\alpha \| \beta}(\varepsilon ; \boldsymbol{v})=e_{\alpha \beta}(\boldsymbol{v})-\Gamma_{\alpha \beta}^{\sigma}(\varepsilon) v_{\sigma}-\varepsilon^{-1} \Gamma_{\alpha \beta}^{3}(\varepsilon) v_{3} \\
& e_{\alpha \| 3}(\varepsilon ; \boldsymbol{v})=\varepsilon^{-1} e_{\alpha 3}(\boldsymbol{v})-\Gamma_{\alpha 3}^{\sigma}(\varepsilon) v_{\sigma}  \tag{2.8}\\
& e_{3 \| 3}(\varepsilon ; \boldsymbol{v})=\varepsilon^{-2} e_{33}(\boldsymbol{v})
\end{align*}
$$

with $e_{i j}(\boldsymbol{v})=\frac{1}{2}\left(\partial_{i} v_{j}+\partial_{j} v_{i}\right)$, where $\partial_{i}$ stands for the derivative with respect to $x_{i}$. Moreover, we have

$$
\begin{equation*}
A^{i j k \ell}(\varepsilon)=\lambda g^{i j}(\varepsilon) g^{k \ell}(\varepsilon)+\mu\left(g^{i k}(\varepsilon) g^{j \ell}(\varepsilon)+g^{i \ell}(\varepsilon) g^{j k}(\varepsilon)\right) \tag{2.9}
\end{equation*}
$$

2.3. Three-dimensional compatibility condition. We denote by $\mathcal{R}(\varepsilon, \Omega)$ the space of rigid motions $\mathcal{R}(\varepsilon, \Omega)=\left\{\boldsymbol{v} \in \boldsymbol{V}(\Omega) ; e_{i \| j}(\varepsilon, \boldsymbol{v})=0 \quad i, j \in\{1,2,3\}\right\}$.

For clamped shallow shells, $\mathcal{R}(\varepsilon, \Omega)=\{0\}$ and in the free case, $\mathcal{R}(\varepsilon, \Omega)$ is a six-dimensional space spanned by

$$
\left(\begin{array}{l}
1  \tag{2.10}\\
0 \\
0
\end{array}\right),\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right),\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right),\left(\begin{array}{r}
-\hat{x}_{3} \\
0 \\
\hat{x}_{1}
\end{array}\right),\left(\begin{array}{r}
0 \\
-\hat{x}_{3} \\
\hat{x}_{2}
\end{array}\right),\left(\begin{array}{r}
\hat{x}_{2} \\
-\hat{x}_{1} \\
0
\end{array}\right)
$$

in Cartesian coordinates.
Thanks to Korn's inequality in curvilinear coordinates (see [13, 5]), if the righthand side in (2.7) verifies the compatibility condition

$$
\begin{equation*}
\forall \boldsymbol{v} \in \mathcal{R}(\varepsilon, \Omega), \quad \int_{\Omega} f^{i} v_{i} \sqrt{g(\varepsilon)}=0 \tag{2.11}
\end{equation*}
$$

then there exists an unique solution $\boldsymbol{u}(\varepsilon)$ of $(2.7)$ such that

$$
\begin{equation*}
\forall \boldsymbol{v} \in \mathcal{R}(\varepsilon, \Omega), \quad \int_{\Omega} g^{i j}(\varepsilon) u_{i}(\varepsilon) v_{j} \sqrt{g(\varepsilon)}=0 \tag{2.12}
\end{equation*}
$$

2.4. Local coordinates near the boundary. We introduce in-plane coordinates $(r, s)$ in a neighbourhood of the boundary $\partial \omega$. Let $\boldsymbol{n}$ be the inner unit normal to $\partial \omega$ and let $\boldsymbol{\tau}$ be the tangent unit vector such that the basis $(\boldsymbol{n}, \boldsymbol{\tau})$ is direct at each point of $\partial \omega$. This definition, usual if $\omega$ is a domain of $\mathbb{R}^{2}$, also makes sense for an immersed surface in $\mathbb{R}^{2}$. Let $s$ be the arc-length along $\partial \omega$ oriented according to $\boldsymbol{\tau}$ and $\mathbb{S}$ be the set of the values of $s$ for which we can associate a point in $\partial \omega$.

For a point $x_{*}$ in the neighbourhood of $\partial \omega$, let $r=r\left(x_{*}\right)$ be its signed distance to $\partial \omega$ oriented along $\boldsymbol{n}$, i.e. $r$ is this distance if $x_{*} \in \omega$, and minus this distance if $x_{*} \notin \omega$. Then, if $|r|$ is small enough, there exists a unique point $x_{*}^{0} \in \partial \omega$ such that $|r|=d\left(x_{*}, x_{*}^{0}\right)$ and we define $s=s\left(x_{*}\right)$ as the curvilinear abscissa of $x_{*}^{0}$. Thus, we have a tubular neighbourhood of $\partial \omega$ diffeomorphic to $\left(-r^{0}, r^{0}\right) \times \mathbb{S}$ via the change of variables $x_{*} \rightarrow(r, s)$. We extend the vectors $\boldsymbol{n}$ and $\boldsymbol{\tau}$ from $\mathbb{S}$ to $\left(-r^{0}, r^{0}\right) \times \mathbb{S}$ by letting

$$
\forall r \in\left(-r^{0}, r^{0}\right), \forall s \in \mathbb{S}, \quad \boldsymbol{n}(r, s)=\boldsymbol{n}(s) \quad \text { and } \quad \boldsymbol{\tau}(r, s)=\boldsymbol{\tau}(s)
$$

The following relations are satisfied:

$$
\begin{aligned}
& \partial_{r} \boldsymbol{n}=0 \\
& \partial_{s} \boldsymbol{n}=-\kappa \boldsymbol{\tau} \quad \text { and } \quad \partial_{r} \boldsymbol{\tau}=0 \\
& \partial_{s} \boldsymbol{\tau}=\kappa \boldsymbol{n},
\end{aligned}
$$

where $\kappa$ is the curvature of $\partial \omega$ with respect to $s$. If $R=R(s)$ denotes the curvature radius of $\partial \omega$ at $s$ from inside $\omega$, then $\kappa=1 / R$. In Cartesian coordinates, we have

$$
\boldsymbol{n}=\binom{n_{1}}{n_{2}} \quad \text { and } \quad \boldsymbol{\tau}=\binom{n_{2}}{-n_{1}}
$$

Thus we obtain, (obviously $\partial_{n}=\partial_{r}$ ):

$$
\partial_{r}=n_{1} \partial_{1}+n_{2} \partial_{2} \quad \text { and } \quad \partial_{s}=(1-\kappa r)\left(n_{2} \partial_{1}-n_{1} \partial_{2}\right)
$$

In the tubular neighbourhood $\left(-r^{0}, r^{0}\right) \times \mathbb{S}$, we introduce the in-plane normal and tangential components of $\boldsymbol{u}(\varepsilon)$ defined by

$$
\begin{equation*}
u_{n}(\varepsilon)=n_{1} u_{1}(\varepsilon)+n_{2} u_{2}(\varepsilon) \quad \text { and } \quad u_{s}(\varepsilon)=(1-\kappa r)\left(n_{2} u_{1}(\varepsilon)-n_{1} u_{2}(\varepsilon)\right) . \tag{2.13}
\end{equation*}
$$

2.5. The boundary value problem. In the following, $\Gamma_{+}$and $\Gamma_{-}$denote the upper and lower faces of $\Omega=\omega \times(-1,+1)$. After integration by parts, the problem (2.7) can be written as the boundary value problem

$$
\left\{\begin{array}{lll}
\boldsymbol{L}(\varepsilon) \boldsymbol{u}(\varepsilon) & =-\boldsymbol{f} & \text { in } \quad \Omega,  \tag{2.14}\\
\boldsymbol{G}(\varepsilon) \boldsymbol{u}(\varepsilon) & =0 & \text { on } \\
\boldsymbol{\Gamma} & \Gamma_{+} \cup \Gamma_{-}, \\
\boldsymbol{u}(\varepsilon) & =0 & \text { on } \\
\boldsymbol{\Gamma} & \quad \text { (clamped shallow shells), } \\
\boldsymbol{T}(\varepsilon) \boldsymbol{u}(\varepsilon) & =0 & \text { on } \\
\Gamma_{0} & \quad \text { (free shallow shells), }
\end{array}\right.
$$

where $\boldsymbol{L}(\varepsilon)$ is the interior operator on $\Omega$ whose components are, for $\boldsymbol{u}$ on $\Omega$,

$$
\begin{align*}
L_{\alpha}(\varepsilon) \boldsymbol{u}= & \partial_{\beta}\left(A^{\alpha \beta \sigma \tau} e_{\sigma \| \tau}(\varepsilon ; \boldsymbol{u})+A^{\alpha \beta 33}(\varepsilon) e_{3 \| 3}(\varepsilon ; \boldsymbol{u})\right) \\
& +\left(A^{\alpha \beta \sigma \tau}(\varepsilon) e_{\sigma \| \tau}(\varepsilon ; \boldsymbol{u})+A^{\alpha \beta 33}(\varepsilon) e_{3 \| 3}(\varepsilon ; \boldsymbol{u})\right) \Gamma_{\beta \tau}^{\tau}(\varepsilon) \\
& +\left(A^{\delta \beta \sigma \tau}(\varepsilon) e_{\sigma \| \tau}(\varepsilon ; \boldsymbol{u})+A^{\delta \beta 33}(\varepsilon) e_{3 \| 3}(\varepsilon ; \boldsymbol{u})\right) \Gamma_{\delta \beta}^{\alpha}(\varepsilon) \\
& +4 A^{\delta 3 \sigma 3}(\varepsilon) e_{\delta \| 3}(\varepsilon ; \boldsymbol{u}) \Gamma_{\sigma 3}^{\alpha}(\varepsilon)+2 A^{\alpha 3 \delta 3}(\varepsilon) e_{\delta \| 3}(\varepsilon ; \boldsymbol{u}) \Gamma_{\sigma 3}^{\sigma}(\varepsilon) \\
& +\varepsilon^{-1} 2 \partial_{3}\left(A^{\delta 3 \alpha 3}(\varepsilon) e_{\delta \| 3}(\varepsilon ; \boldsymbol{u})\right),  \tag{2.15}\\
L_{3}(\varepsilon) \boldsymbol{u}= & \varepsilon^{-1}\left(A^{\alpha \beta \sigma \tau}(\varepsilon) e_{\sigma \| \tau}(\varepsilon ; \boldsymbol{u})+A^{\alpha \beta 33}(\varepsilon) e_{3 \| 3}(\varepsilon ; \boldsymbol{u})\right) \Gamma_{\alpha \beta}^{3}(\varepsilon) \\
& +\varepsilon^{-1} 2 \partial_{\sigma}\left(A^{\alpha 3 \sigma 3}(\varepsilon) e_{\alpha \| 3}(\varepsilon ; \boldsymbol{u})\right)+\varepsilon^{-1} 2 A^{\alpha 3 \sigma 3}(\varepsilon) e_{\alpha \| 3}(\varepsilon ; \boldsymbol{u}) \Gamma_{\sigma \tau}^{\tau}(\varepsilon) \\
& +\varepsilon^{-2} \partial_{3}\left(A^{\alpha \beta 33}(\varepsilon) e_{\alpha \| \beta}(\varepsilon ; \boldsymbol{u})+A^{3333}(\varepsilon) e_{3 \| 3}(\varepsilon ; \boldsymbol{u})\right) \\
& +\varepsilon^{-1}\left(A^{\alpha \beta 33}(\varepsilon) e_{\alpha \| \beta}(\varepsilon ; \boldsymbol{u})+A^{3333}(\varepsilon) e_{3 \| 3}(\varepsilon ; \boldsymbol{u})\right) \Gamma_{\sigma 3}^{\sigma}(\varepsilon) .
\end{align*}
$$

The operator $\boldsymbol{G}(\varepsilon)$ is the traction operator on the lower and upper faces of the shallow shell, and we have

$$
\begin{align*}
G_{\alpha}(\varepsilon) \boldsymbol{u} & =\varepsilon^{-1} 2 A^{\beta 3 \alpha 3}(\varepsilon) e_{\beta \| 3}(\varepsilon ; \boldsymbol{u}) \\
G_{3}(\varepsilon) \boldsymbol{u} & =\varepsilon^{-2}\left(A^{\alpha \beta 33}(\varepsilon) e_{\alpha \| \beta}(\varepsilon ; \boldsymbol{u})+A^{3333}(\varepsilon) e_{3 \| 3}(\varepsilon ; \boldsymbol{u})\right) . \tag{2.16}
\end{align*}
$$

Finally, $\boldsymbol{T}(\varepsilon)$ is the traction operator on the lateral boundary $\Gamma_{0}$ on the shell, and we have, with $n_{\alpha}$ the component of the normal $\boldsymbol{n}$ along the boundary,

$$
\begin{align*}
T_{\alpha}(\varepsilon) \boldsymbol{u} & =\left(A^{\alpha \beta \sigma \tau}(\varepsilon) e_{\sigma \| \tau}(\varepsilon ; \boldsymbol{u})+A^{\alpha \beta 33}(\varepsilon) e_{3 \| 3}(\varepsilon ; \boldsymbol{u})\right) n_{\beta} \\
T_{3}(\varepsilon) \boldsymbol{u} & =\varepsilon^{-1} 2 A^{\alpha 3 \sigma 3}(\varepsilon) e_{\sigma \| 3}(\varepsilon ; \boldsymbol{u}) n_{\alpha} \tag{2.17}
\end{align*}
$$

In the coordinate system $\left(r, s, x_{3}\right)$ near the lateral boundary $\Gamma_{0}$, the traction operator on $\Gamma_{0}$ writes $\left(T_{r}(\varepsilon), T_{s}(\varepsilon), T_{3}(\varepsilon)\right)$, where

$$
T_{r}(\varepsilon)=n_{1} T_{1}(\varepsilon)+n_{2} T_{2}(\varepsilon) \quad \text { and } \quad T_{s}(\varepsilon)=(1-\kappa r)^{-1}\left(n_{2} T_{1}(\varepsilon)-n_{1} T_{2}(\varepsilon)\right) .
$$

## 3. Description of results

In this section, we give and describe the main result of this paper. The structure of the different terms of the asymptotic is also given.

As in the case of plates, the asymptotics of $\boldsymbol{u}(\varepsilon)$ contains three kinds of terms (for $k \geq 0$ ):
$\boldsymbol{u}_{\mathrm{KL}}^{k}\left(x_{*}, x_{3}\right)$ : Kirchhoff-Love displacements depending on two-dimensional $\mathscr{C}^{\infty}$ generators $\boldsymbol{\zeta}^{k}\left(x_{*}\right)=\left(\zeta_{*}^{k}\left(x_{*}\right), \zeta_{3}^{k}\left(x_{*}\right)\right)$ such that

$$
\boldsymbol{u}_{\mathrm{KL}}^{k}(x)=\left(\zeta_{*}^{k}\left(x_{*}\right)-x_{3} \nabla_{*} \zeta_{3}^{k}\left(x_{*}\right), \zeta_{3}^{k}\left(x_{*}\right)\right),
$$

$\boldsymbol{v}^{k}\left(x_{*}, x_{3}\right)$ : three-dimensional $\mathcal{C}^{\infty}$ displacements with zero mean value, i.e.

$$
\forall x_{*} \in \omega, \quad \int_{-1}^{1} \boldsymbol{v}^{k}\left(x_{*}, x_{3}\right) \mathrm{d} x_{3}=0
$$

$\boldsymbol{w}^{k}\left(t, s, x_{3}\right)$ : boundary layer term, uniformly exponentially decreasing as $t \rightarrow \infty$, concentrating the singularities due to the edge of the shallow shell.

The main result is the following:
Theorem 3.1. Let $\boldsymbol{u}(\varepsilon)$ be the unique solution of the problem (2.7) satisfying the orthogonality condition (2.12). Then, for all $k \geq 0$, there exist Kirchhoff-Love fields $\boldsymbol{u}_{\mathrm{KL}}^{k}$, displacements $\boldsymbol{v}^{k}$ with zero mean value and boundary layer terms $\boldsymbol{w}^{k}$, such that if $\chi(r)$ is a cut-off function equal to 1 in a neighbourhood of $\partial \omega$, and if we define for all $k \geq 0$ the displacement

$$
\begin{equation*}
\boldsymbol{u}^{k}\left(x, \varepsilon^{-1} r\right)=\boldsymbol{u}_{\mathrm{KL}}^{k}(x)+\boldsymbol{v}^{k}(x)+\chi(r) \boldsymbol{w}^{k}\left(\varepsilon^{-1} r, s, x_{3}\right), \tag{3.1}
\end{equation*}
$$

then for all $k \geq 0, \boldsymbol{u}^{k} \in \boldsymbol{V}(\Omega)$ and moreover, we have for all $N \geq 0$

$$
\begin{equation*}
\left\|\boldsymbol{u}(\varepsilon)(x)-\sum_{k=0}^{N} \varepsilon^{k} \boldsymbol{u}^{k}\left(x, \varepsilon^{-1} r\right)\right\|_{\mathbf{H}^{1}(\Omega)} \leq C \varepsilon^{N+1 / 2} \tag{3.2}
\end{equation*}
$$

where $C$ is some constant. Moreover, $\boldsymbol{v}^{0}=0, \boldsymbol{w}^{0}=0, \boldsymbol{v}^{1}=0$ and $w_{3}^{1}=0$. In particular,

$$
\boldsymbol{u}^{0}=\boldsymbol{u}_{\mathrm{KL}}^{0} \quad \text { and } \quad \boldsymbol{u}^{1}=\boldsymbol{u}_{\mathrm{KL}}^{1}(x)+\chi(r) \boldsymbol{w}^{1}\left(\varepsilon^{-1} r, s, x_{3}\right) .
$$

We deduce from this theorem that

$$
\begin{equation*}
\left\|\boldsymbol{u}(\varepsilon)(x)-\boldsymbol{u}_{\mathrm{KL}}^{0}(x)\right\|_{\mathbf{H}^{1}(\Omega)} \leq C \varepsilon^{1 / 2} \tag{3.3}
\end{equation*}
$$

3.1. The Kirchhoff-Love generators. The generators $\zeta^{k}=\left(\zeta_{*}^{k}, \zeta_{3}^{k}\right)$ of the above Kirchhoff-Love fields are solutions of a two-dimensional problem on $\omega$ with boundary conditions on $\partial \omega$.

Let $\tilde{\lambda}$ be the homogenized Lamé coefficient

$$
\begin{equation*}
\tilde{\lambda}=\frac{2 \lambda \mu}{\lambda+2 \mu}, \tag{3.4}
\end{equation*}
$$

and let $b^{\alpha \beta \sigma \tau}$ denote the contravariant components of the two-dimensional elasticity tensor,

$$
\begin{equation*}
b^{\alpha \beta \sigma \tau}=\tilde{\lambda} \delta^{\alpha \beta} \delta^{\sigma \tau}+\mu\left(\delta^{\alpha \sigma} \delta^{\beta \tau}+\delta^{\alpha \tau} \delta^{\beta \sigma}\right) \tag{3.5}
\end{equation*}
$$

We also let

$$
\begin{equation*}
\tilde{e}_{\alpha \beta}(\boldsymbol{\zeta})=e_{\alpha \beta}(\boldsymbol{\zeta})-\left(\partial_{\alpha \beta} \theta\right) \zeta_{3} . \tag{3.6}
\end{equation*}
$$

The two-dimensional problem is governed by a bilinear mapping on $\boldsymbol{V}(\omega) \times \boldsymbol{V}(\omega)$, where $\boldsymbol{V}(\omega)=\mathrm{H}_{0}^{1}(\omega) \times \mathrm{H}_{0}^{1}(\omega) \times \mathrm{H}_{0}^{2}(\omega)$ in the clamped case, and $\boldsymbol{V}(\omega)=\mathrm{H}^{1}(\omega) \times$ $\mathrm{H}^{1}(\omega) \times \mathrm{H}^{2}(\omega)$ in the free case:

$$
\begin{equation*}
a(\boldsymbol{\zeta}, \boldsymbol{\eta})=\int_{\omega} b^{\alpha \beta \sigma \tau}\left(\tilde{e}_{\alpha \beta}(\boldsymbol{\zeta}) \tilde{e}_{\sigma \tau}(\boldsymbol{\eta})+\frac{1}{3}\left(\partial_{\alpha \beta} \zeta_{3}\right)\left(\partial_{\sigma \tau} \eta_{3}\right)\right) \mathrm{d} \omega . \tag{3.7}
\end{equation*}
$$

In the case of plates $(\theta=0)$ this bilinear form is just the sum of a membrane bilinear form acting on $\zeta_{*}$ and a bending bilinear form acting on $\zeta_{3}$. In the general case, both operators are coupled by lower order terms.

In the coordinates system $\left(r, s, x_{3}\right)$, the Dirichlet operator is given by:

$$
\left.\boldsymbol{\zeta} \mapsto\left(\zeta_{n}, \zeta_{s}, \zeta_{3}, \partial_{n} \zeta_{3}\right)\right|_{\partial \omega},
$$

while the Neumann operator is:

$$
\left.\boldsymbol{\zeta} \mapsto\left(B_{s}(\boldsymbol{\zeta}), B_{n}(\boldsymbol{\zeta}), M_{n}\left(\zeta_{3}\right), N_{n}\left(\zeta_{3}\right)\right)\right|_{\partial \omega}
$$

where

$$
\begin{align*}
& B_{n}(\boldsymbol{\zeta})=\tilde{\lambda} \operatorname{div}_{*} \zeta_{*}+2 \mu \partial_{n} \zeta_{n}-\zeta_{3}\left((\tilde{\lambda}+2 \mu) \partial_{n n} \theta+\tilde{\lambda}\left(\partial_{s s} \theta-\kappa \partial_{n} \theta\right)\right) \\
& B_{s}(\boldsymbol{\zeta})=\mu\left(\partial_{n} \zeta_{s}+\partial_{s} \zeta_{n}+2 \kappa \zeta_{s}-2 \zeta_{3}\left(\partial_{n s} \theta+\kappa \partial_{s} \theta\right)\right) \\
& M_{n}\left(\zeta_{3}\right)=\frac{1}{3}\left(\tilde{\lambda} \Delta_{*} \zeta_{3}+2 \mu \partial_{n n} \zeta_{3}\right)  \tag{3.8}\\
& N_{n}\left(\zeta_{3}\right)=-\frac{1}{3}\left((\tilde{\lambda}+2 \mu) \partial_{n}\left(\Delta_{*} \zeta_{3}\right)+2 \mu \partial_{s}\left(\partial_{r}+\kappa\right) \partial_{s} \zeta_{3}\right),
\end{align*}
$$

where $\operatorname{div}_{*} \boldsymbol{\zeta}_{*}=\partial_{1} \zeta_{1}+\partial_{2} \zeta_{2}$ and $\Delta_{*}=\partial_{11}+\partial_{22}$ with respect to $\left(x_{1}, x_{2}\right)$.
Let $\boldsymbol{P}=\left(P_{i}\right)$ be the two-dimensional operator associated with the bilinear form $a(\cdot, \cdot)$. By integration by parts, we obtain that:

$$
\begin{align*}
P_{\sigma}(\boldsymbol{\zeta}) & =-\tilde{\lambda} \partial_{\sigma} \tilde{e}_{\alpha \alpha}(\boldsymbol{\zeta})-2 \mu \partial_{\alpha} \tilde{e}_{\alpha \sigma}(\boldsymbol{\zeta}) \\
P_{3}(\boldsymbol{\zeta}) & =\frac{1}{3}(\tilde{\lambda}+2 \mu) \Delta^{2} \zeta_{3}-\tilde{\lambda}(\Delta \theta) \tilde{e}_{\alpha \alpha}(\boldsymbol{\zeta})-2 \mu\left(\partial_{\alpha \beta} \theta\right) \tilde{e}_{\alpha \beta}(\boldsymbol{\zeta}) \tag{3.9}
\end{align*}
$$

Note that the degrees of the operator $\boldsymbol{P}$ can be represented as

$$
\operatorname{deg} \boldsymbol{P}=\left(\begin{array}{ll}
2 & 1 \\
1 & 4
\end{array}\right)
$$

and moreover the terms depending on $\theta$ are of order at most one. Thus the principal symbol of the operator is the same as for plates. The same remark holds for the Neuman operator, and thus we have the following proposition, which gives the regularity properties of the operator $\boldsymbol{P}$ :

Proposition 3.2. The operator $\boldsymbol{P}$ is a self adjoint operator, strongly elliptic in the sense of Agmon, Douglis and Nirenberg (see [1]), with indices of equations $t_{1}=t_{2}=$ $1, t_{3}=2$ and indices of unknown $s_{1}=s_{2}=1$ and $s_{3}=2$. Moreover, the Dirichlet and Neumann boundary conditions satisfy the complementing boundary condition.

Let $\mathcal{K}(\omega)=\{\boldsymbol{\zeta} \in \boldsymbol{V}(\omega) ; a(\boldsymbol{\zeta}, \boldsymbol{\zeta})=0\}$ denote the space of two-dimensional rigid displacements. We then have:

$$
\mathcal{K}(\omega)=\left\{\boldsymbol{\zeta} \in \boldsymbol{V}(\omega) ; \tilde{e}_{\alpha \beta}(\boldsymbol{\zeta})=0 \quad \text { and } \quad \partial_{\alpha \beta} \zeta_{3}=0\right\} .
$$

It easily seen that $\mathcal{K}(\omega)=0$ in the case of boundary conditions of clamping and that, in the free case, $\mathcal{K}(\omega)$ is six-dimensional and spanned by the terms

$$
\left(\begin{array}{l}
1  \tag{3.10}\\
0 \\
0
\end{array}\right),\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right),\left(\begin{array}{c}
-x_{2} \\
x_{1} \\
0
\end{array}\right),\left(\begin{array}{c}
\partial_{1} \theta \\
\partial_{2} \theta \\
1
\end{array}\right),\left(\begin{array}{c}
x_{2} \partial_{1} \theta \\
x_{2} \partial_{2} \theta-\theta \\
x_{2}
\end{array}\right),\left(\begin{array}{c}
x_{1} \partial_{1} \theta-\theta \\
x_{1} \partial_{2} \theta \\
x_{1}
\end{array}\right) .
$$

According to the boundary conditions considered, the Kirchhoff-Love generators $\zeta^{k}$ are solutions to two kinds of two-dimensional boundary value problems: In the case of clamped shallow shells, the generators satisfy, for all $k \geq 0$, equations of the type:

$$
\left\{\begin{array}{lll}
\boldsymbol{P}\left(\boldsymbol{\zeta}^{k}\right) & =\boldsymbol{r}^{k} \text { in } \omega  \tag{3.11}\\
\left.\left(\zeta_{r}^{k}, \zeta_{s}^{k}, \zeta_{3}^{k}, \partial_{n} \zeta_{3}^{k}\right)\right|_{\partial \omega} & =\boldsymbol{h}^{k} \text { on } \partial \omega
\end{array}\right.
$$

with regular right-hand sides $\boldsymbol{r}^{k} \in\left(\mathscr{C}^{\infty}(\omega)\right)^{3}$ and $\boldsymbol{h}^{k}=\left(h_{r}^{k}, h_{s}^{k}, h_{3}^{k}, h_{n}^{k}\right) \in\left(\mathscr{C}^{\infty}(\partial \omega)\right)^{4}$.
In the case of free shallow shells, the two-dimensional boundary value problems are, for all $k \geq 0$, of the type:

$$
\begin{cases}\boldsymbol{P}\left(\boldsymbol{\zeta}^{k}\right) & =\boldsymbol{r}^{k} \text { in } \omega,  \tag{3.12}\\ \left.\left(B_{n}\left(\boldsymbol{\zeta}^{k}\right), B_{s}\left(\boldsymbol{\zeta}^{k}\right), N_{n}\left(\zeta_{3}^{k}\right), M_{n}\left(\zeta_{3}^{k}\right)\right)\right|_{\partial \omega} & =\boldsymbol{g}^{k} \text { on } \partial \omega,\end{cases}
$$

with $\boldsymbol{g}^{k}=\left(g_{n}^{k}, g_{s}^{k}, g_{3}^{k}, g_{m}^{k}\right) \in\left(\mathscr{C}^{\infty}(\partial \omega)\right)^{4}$.
Let us define on $\partial \omega$ :

$$
\begin{equation*}
g_{1}^{k}=n_{1} g_{n}^{k}+n_{2} g_{s}^{k} \quad \text { and } \quad g_{2}^{k}=n_{2} g_{n}^{k}-n_{1} g_{s}^{k}, \quad \text { for each } k \geq 0 \tag{3.13}
\end{equation*}
$$

In order to have a solution, the boundary value problem (3.12) must satisfy the following compatibility condition:

$$
\begin{equation*}
\int_{\omega} r_{i}^{k} \eta_{i} \mathrm{~d} \omega+\int_{\gamma} g_{i}^{k} \eta_{i}+\int_{\gamma} g_{m}^{k} \partial_{n} \eta_{3}=0, \quad \forall \boldsymbol{\eta} \in \mathcal{K}(\omega) \tag{3.14}
\end{equation*}
$$

and in this case, the unique solution $\boldsymbol{\zeta}^{k}$ satisfies:

$$
\begin{equation*}
\int_{\omega} \zeta_{i}^{k} \eta_{i}=0, \quad \forall \boldsymbol{\eta} \in \mathcal{K}(\omega) \tag{3.15}
\end{equation*}
$$

3.2. The first Kirchhoff-Love generators $\boldsymbol{\zeta}^{0}$. Recall that the first term of the expansion is a Kirchhoff-Love field $u_{\mathrm{KL}}^{0}=\left(\zeta_{*}^{0}-x_{3} \nabla_{*} \zeta_{3}^{0}, \zeta_{3}^{0}\right)$. We give here the equations satisfied by $\zeta^{0}$ in both cases of boundary conditions.

Let $p^{i}\left(x_{*}\right)$ and $q^{i}\left(x_{*}\right)$ be the following functions on $\omega$, constructed from the three-dimensional vector field $\boldsymbol{f}=\left(f^{i}\right)$ (see (2.6)):

$$
\begin{equation*}
p^{i}\left(x_{*}\right)=\int_{-1}^{1} f^{i}\left(x_{*}, x_{3}\right) \mathrm{d} x_{3} \quad \text { and } \quad q^{i}\left(x_{*}\right)=\int_{-1}^{1} x_{3} f^{i}\left(x_{*}, x_{3}\right) \mathrm{d} x_{3} \tag{3.16}
\end{equation*}
$$

In the case of clamped shallow shells, the generator $\zeta^{0}$ is the unique solution to the two-dimensional problem:

$$
\left\{\begin{array}{lll}
\boldsymbol{P}\left(\boldsymbol{\zeta}^{0}\right) & =\frac{1}{2}\left(p^{1}, p^{2}, \partial_{\alpha} q^{\alpha}+p^{3}\right) & \text { in } \omega  \tag{3.17}\\
\left.\left(\zeta_{r}^{0}, \zeta_{s}^{0}, \zeta_{3}^{0}, \partial_{n} \zeta_{3}^{0}\right)\right|_{\partial \omega} & =(0,0,0,0) & \text { on } \partial \omega
\end{array}\right.
$$

S. Busse, P. G. Ciarlet \& B. Miara found in [4] the same problem for $\boldsymbol{\zeta}^{0}$. With (3.3), we improve their result by giving an estimate for the convergence.

In the free case, $\zeta^{0}$ is the unique solution satisfying condition (3.15) to the Neumann problem:

$$
\left\{\begin{array}{lll}
\boldsymbol{P}\left(\boldsymbol{\zeta}^{0}\right) & =\frac{1}{2}\left(p^{1}, p^{2}, \partial_{\alpha} q^{\alpha}+p^{3}\right) & \text { in } \omega  \tag{3.18}\\
\left.\left(B_{n}\left(\boldsymbol{\zeta}^{0}\right), B_{s}\left(\boldsymbol{\zeta}^{0}\right), N_{n}\left(\zeta_{3}^{0}\right), M_{n}\left(\zeta_{3}^{0}\right)\right)\right|_{\partial \omega} & =\left(0,0,-\frac{1}{2} n_{\alpha} q^{\alpha}, 0\right) & \text { on } \partial \omega .
\end{array}\right.
$$

## 4. Outer expansion

In this section, we study the solution in formal series of the three-dimensional elasticity equations without boundary conditions on the lateral boundary. Thus, we search for a formal series in powers of $\varepsilon$ :

$$
\begin{equation*}
\underline{\boldsymbol{u}}(\varepsilon)(x)=\underline{\boldsymbol{u}}^{0}(x)+\varepsilon \underline{\boldsymbol{u}}^{1}(x)+\varepsilon^{2} \underline{\boldsymbol{u}}^{2}(x)+\cdots, \tag{4.1}
\end{equation*}
$$

(with coefficients $\underline{\boldsymbol{u}}^{k}(x)$ displacement fields on $\Omega$ ), solution of the two first equations in (2.14) in the sense of formal series.

To this aim, we first expand the operators $\boldsymbol{L}(\varepsilon)$ and $\boldsymbol{G}(\varepsilon)$ with respect to $\varepsilon$, and define the formal series problem. We will see that this problem can be solved and that the coefficients $\underline{\boldsymbol{u}}^{k}(x)$ are determined by generators $\boldsymbol{\zeta}^{k}$ solutions of problems of type

$$
\boldsymbol{P}\left(\boldsymbol{\zeta}^{k}\right)=\boldsymbol{r}^{k} \quad \text { in } \omega
$$

Hence, we do not have the uniqueness of such an expansion, because no traces on $\partial \omega$ are imposed on the $\boldsymbol{\zeta}^{k}$ terms. We will show in the next section that the generators $\boldsymbol{\zeta}^{k}$ are fully determined after the introduction of boundary layer terms. The analysis of this section is similar to that in ([14]) for shells.

### 4.1. Asymptotic expansion of the elasticity operator.

Definition 4.1. We say that a function $f(\varepsilon)$ depending on $\varepsilon$ is $\mathcal{O}\left(\varepsilon^{k}\right)$ if $f(\varepsilon) / \varepsilon^{k}$ is bounded when $\varepsilon$ approaches zero. If for every $N \in \mathbb{N}$, we have $f(\varepsilon)-\sum_{k \geq 0}^{N} \varepsilon^{k} f_{k}=$ $\mathcal{O}\left(\varepsilon^{N+1}\right)$, we write

$$
f(\varepsilon) \sim \sum_{k \geq 0} \varepsilon^{k} f_{k}
$$

and we can write $f(\varepsilon)=\sum_{k>0} \varepsilon^{k} f_{k}$ in the sense of asymptotic expansions.
The particular form of the middle surface of the shell yields asymptotic expansions of the geometrical data such as $\Gamma_{i j}^{k}(\varepsilon), g^{i j}(\varepsilon)$ (and hence $A^{i j k \ell}(\varepsilon)$ ).

In the following, we denote $s^{\theta}=\left(\partial_{1} \theta\right)^{2}+\left(\partial_{2} \theta\right)^{2}$.
Proposition 4.2. The geometrical data admit the following expansions:

$$
\begin{equation*}
\boldsymbol{g}_{\alpha}(\varepsilon) \sim \sum_{j \geq 0} \varepsilon^{j} \boldsymbol{g}_{\alpha ; j}, \quad \boldsymbol{g}^{\alpha}(\varepsilon) \sim \sum_{j \geq 0} \varepsilon^{j} \boldsymbol{g}^{\alpha ; j} \quad \text { and } \quad \boldsymbol{g}_{3}(\varepsilon)=\boldsymbol{g}^{3}(\varepsilon) \sim \sum_{j \geq 0} \varepsilon^{j} \boldsymbol{g}_{3 ; j}, \tag{4.2}
\end{equation*}
$$

with

$$
\begin{aligned}
& \boldsymbol{g}_{\alpha ; 0}=\left(\begin{array}{c}
\delta_{\alpha 1} \\
\delta_{\alpha 2} \\
0
\end{array}\right), \quad \boldsymbol{g}_{\alpha ; 1}=\left(\begin{array}{c}
0 \\
0 \\
\partial_{\alpha} \theta
\end{array}\right), \quad \boldsymbol{g}_{\alpha ; 2}=\left(\begin{array}{c}
-x_{3} \partial_{\alpha 1} \theta \\
-x_{3} \partial_{\alpha 2} \theta \\
0
\end{array}\right), \\
& \boldsymbol{g}^{\alpha ; 0}=\left(\begin{array}{c}
\delta^{\alpha 1} \\
\delta^{\alpha 2} \\
0
\end{array}\right), \quad \boldsymbol{g}^{\alpha ; 1}=\left(\begin{array}{c}
0 \\
0 \\
\partial_{\alpha} \theta
\end{array}\right), \quad \boldsymbol{g}^{\alpha ; 2}=\left(\begin{array}{c}
x_{3} \partial_{\alpha 1} \theta-\left(\partial_{\alpha} \theta\right) \partial_{1} \theta \\
x_{3} \partial_{\alpha 2} \theta-\left(\partial_{\alpha} \theta\right) \partial_{2} \theta \\
0
\end{array}\right),
\end{aligned}
$$

and moreover, the first two components of $\boldsymbol{g}_{\alpha ; 2 j+1}$ and $\boldsymbol{g}^{\alpha ; 2 j+1}$ and the last component of $\boldsymbol{g}_{\alpha ; 2 j}$ and $\boldsymbol{g}^{\alpha ; 2 j}$ are zero for all $j$. For the third vector, we have

$$
\boldsymbol{g}_{3 ; 0}=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \quad \boldsymbol{g}_{3 ; 1}=\left(\begin{array}{c}
-\partial_{1} \theta \\
-\partial_{2} \theta \\
0
\end{array}\right), \quad \boldsymbol{g}_{3 ; 2}=\left(\begin{array}{c}
0 \\
0 \\
-\frac{1}{2} s^{\theta}
\end{array}\right)
$$

and the first two components of $\boldsymbol{g}_{3 ; 2 j}$ and the last component of $\boldsymbol{g}_{3 ; 2 j+1}$ are zero for all $j$. For the metric tensors we have:

$$
\begin{equation*}
g_{\alpha \beta}(\varepsilon) \sim \sum_{j \geq 0} \varepsilon^{2 j} g_{\alpha \beta ; 2 j} \quad \text { and } \quad g^{\alpha \beta}(\varepsilon) \sim \sum_{j \geq 0} \varepsilon^{2 j} g^{\alpha \beta ; 2 j} \tag{4.3}
\end{equation*}
$$

with

$$
g_{\alpha \beta ; 0}=\delta_{\alpha \beta}, \quad g_{\alpha \beta ; 2}=\left(\partial_{\alpha} \theta\right) \partial_{\beta} \theta-2 x_{3} \partial_{\alpha \beta} \theta, \quad g^{\alpha \beta ; 0}=\delta^{\alpha \beta} \quad \text { and } \quad g^{\alpha \beta ; 2}=-g_{\alpha \beta ; 2} .
$$

Moreover we have:

$$
\begin{equation*}
g_{\alpha 3}(\varepsilon)=0, \quad g^{\alpha 3}(\varepsilon)=0 \quad \text { and } \quad g_{33}(\varepsilon)=g^{33}(\varepsilon)=1 . \tag{4.4}
\end{equation*}
$$

The Christoffel symbols admit the expansions:

$$
\begin{align*}
\Gamma_{\alpha \beta}^{\sigma}(\varepsilon) & \sim \sum_{j \geq 1} \varepsilon^{2 j} \Gamma_{\alpha \beta}^{\sigma ; 2 j}, \\
\Gamma_{\alpha \beta}^{3}(\varepsilon) & \sim \sum_{j \geq 0} \varepsilon^{2 j+1} \Gamma_{\alpha \beta}^{3 ; 2 j+1}  \tag{4.5}\\
\Gamma_{\alpha 3}^{\sigma}(\varepsilon) & \sim \sum_{j \geq 0} \varepsilon^{2 j+1} \Gamma_{\alpha 3}^{\sigma ; 2 j+1}
\end{align*}
$$

with

$$
\Gamma_{\alpha \beta}^{\sigma ; 2}=\left(\partial_{\sigma} \theta\right) \partial_{\alpha \beta} \theta-x_{3} \partial_{\alpha \beta \sigma} \theta, \quad \Gamma_{\alpha \beta}^{3 ; 1}=\partial_{\alpha \beta} \theta \quad \text { and } \quad \Gamma_{\alpha 3}^{\sigma ; 1}=-\partial_{\alpha \sigma} \theta .
$$

Finally, we have:

$$
\begin{equation*}
\sqrt{g(\varepsilon)} \sim \sum_{j \geq 0} \varepsilon^{2 j} g^{1 / 2 ; 2 j} \tag{4.6}
\end{equation*}
$$

with

$$
g^{1 / 2 ; 0}=1 \quad \text { and } \quad g^{1 / 2 ; 2}=1 / 2\left(s^{\theta}-2 x_{3} \Delta \theta\right) .
$$

Proof. These computations are obtained by using the special form of the surface and Taylor expansions. The fact that $\Gamma_{\alpha \beta}^{3}(\varepsilon)=\varepsilon \partial_{\alpha \beta} \theta+\cdots$ means that the second fundamental form of the surface $S_{\varepsilon}$ is of order $\varepsilon$.

We deduce from this proposition that the operators $\boldsymbol{L}(\varepsilon), \boldsymbol{G}(\varepsilon)$ and $\boldsymbol{T}(\varepsilon)$ also admit expansions with respect to $\varepsilon$ : this is due to fact that their coefficients only depend on the geometrical data expanded in Proposition 4.2. Thus we have:

$$
\begin{equation*}
L_{\alpha}(\varepsilon) \boldsymbol{u} \sim \sum_{k \geq 0} \varepsilon^{2 k-2} L_{\alpha ; 2 k} \boldsymbol{u} \quad \text { and } \quad L_{3}(\varepsilon) \boldsymbol{u} \sim \sum_{k \geq 0} \varepsilon^{2 k-4} L_{3 ; 2 k} \boldsymbol{u}, \tag{4.7}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
L_{\alpha ; 0} \boldsymbol{u}=2 \mu \partial_{3} e_{\alpha 3}(\boldsymbol{u})+\lambda \partial_{\alpha} e_{33}(\boldsymbol{u}),  \tag{4.8}\\
L_{3 ; 0} \boldsymbol{u}=(\lambda+2 \mu) \partial_{3} e_{33}(\boldsymbol{u}) .
\end{array}\right.
$$

Note that the normal component starts with $\varepsilon^{-4}$ and that the horizontal components start with $\varepsilon^{-2}$.

For the traction operators on $\Gamma_{ \pm}$, we have (see (2.16)):

$$
\begin{equation*}
G_{\alpha}(\varepsilon) \boldsymbol{u} \sim \sum_{k \geq 0} \varepsilon^{2 k-2} G_{\alpha ; 2 k} \boldsymbol{u} \quad \text { and } \quad G_{3}(\varepsilon) \boldsymbol{u} \sim \sum_{k \geq 0} \varepsilon^{2 k-4} G_{3 ; 2 k} \boldsymbol{u} \tag{4.9}
\end{equation*}
$$

with

$$
\left\{\begin{align*}
G_{\alpha ; 0} \boldsymbol{u} & =2 \mu e_{\alpha 3}(\boldsymbol{u}),  \tag{4.10}\\
G_{3 ; 0} \boldsymbol{u} & =(\lambda+2 \mu) e_{33}(\boldsymbol{u}) .
\end{align*}\right.
$$

Note that the normal component starts with $\varepsilon^{-4}$ and that the horizontal components start with $\varepsilon^{-2}$.

Remark 4.3. The first operators $L_{i ; 0}$ and $G_{i ; 0}$ do not depend on $\theta$ and are thus, the same as the first terms for plates, see [11]. This is the reason of the fact that the structure of the outer expansion, involving Kirchhoff-Love terms, is the same as for plates.

Finally, using Proposition 4.2, we show that the traction operator on the lateral boundary admits the following expansions in $\varepsilon$ :

$$
\left\{\begin{array}{l}
T_{n}(\varepsilon) \boldsymbol{u} \sim \sum_{k \geq 0} \varepsilon^{2 k-2} T_{n ; 2 k} \boldsymbol{u}  \tag{4.11}\\
T_{s}(\varepsilon) \boldsymbol{u} \sim \sum_{k \geq 0} \varepsilon^{2 k} T_{s ; 2 k} \boldsymbol{u} \\
T_{3}(\varepsilon) \boldsymbol{u} \sim \sum_{k \geq 0} \varepsilon^{2 k-2} T_{3 ; 2 k} \boldsymbol{u}
\end{array}\right.
$$

and we compute that:

$$
\left\{\begin{align*}
T_{n ; 0} \boldsymbol{u}= & \lambda \partial_{3} u_{3},  \tag{4.12}\\
T_{s ; 0} \boldsymbol{u}= & \mu\left(\partial_{n} u_{s}+\partial_{s} u_{n}+2 \kappa u_{s}-2 u_{3}\left(\partial_{r s} \theta+\kappa \partial_{s} \theta\right)\right) \\
& +\lambda \partial_{3} u_{3}\left(2 x_{3}\left(\partial_{r s} \theta+\kappa \partial_{s} \theta\right)-\left(\partial_{r} \theta\right) \partial_{s} \theta\right) \\
T_{3 ; 0} \boldsymbol{u}= & \mu\left(\partial_{3} u_{r}+\partial_{r} u_{3}\right)
\end{align*}\right.
$$

We also need the following expressions:

$$
\left\{\begin{align*}
T_{n ; 2} \boldsymbol{u}= & \lambda \operatorname{div}_{*} \boldsymbol{u}_{*}+2 \mu \partial_{n} u_{n}  \tag{4.13}\\
& -u_{3}\left(\lambda\left(\partial_{r r} \theta+\partial_{s s} \theta-\kappa \partial_{r} \theta\right)+2 \mu \partial_{r r} \theta\right) \\
& +\lambda \partial_{3} u_{3}\left(2 x_{3} \partial_{r r} \theta-\left(\partial_{r} \theta\right)^{2}\right), \\
T_{3 ; 2} \boldsymbol{u}= & 2 \mu\left(\partial_{r r} \theta u_{r}+\left(\partial_{r s} \theta+\kappa \partial_{s} \theta\right) u_{s}\right) \\
& +\mu\left[\left(2 x_{3} \partial_{r r} \theta-\left(\partial_{r} \theta\right)^{2}\right)\left(\partial_{r} u_{3}+\partial_{3} u_{r}\right)\right. \\
& \left.+\left(2 x_{3}\left(\partial_{r s} \theta+\kappa \partial_{s} \theta\right)-\left(\partial_{r} \theta\right) \partial_{s} \theta\right)\left(\partial_{s} u_{3}+\partial_{3} u_{s}\right)\right]
\end{align*}\right.
$$

Remark 4.4. For the three-dimensional traction on the lateral boundary, the first operators $T_{n ; 0}$ and $T_{3 ; 0}$ are the same as those for plates, see [11]. But the tangential component contains the function $\theta$ from the first order, which is not the case for plates defined with $\theta=0$.
4.2. The outer expansion. The previous expansions associate to each operator a formal series in power of $\varepsilon$. Our aim is to construct a formal series:

$$
\begin{equation*}
\underline{\boldsymbol{u}}(\varepsilon)(x)=\sum_{k=0} \varepsilon^{k} \underline{\boldsymbol{u}}^{k}(x), \tag{4.14}
\end{equation*}
$$

solution of the problem (in the sense of formal series)

$$
\left\{\begin{array}{lll}
\boldsymbol{L}(\varepsilon) \underline{\boldsymbol{u}}(\varepsilon) & =-\boldsymbol{f} & \text { in } \quad \Omega,  \tag{4.15}\\
\boldsymbol{G}(\varepsilon) \underline{\boldsymbol{u}}(\varepsilon)=0 & \text { on } \Gamma_{+} \cup \Gamma_{-},
\end{array}\right.
$$

which represents the following set of equations, obtained by taking the product of the formal series and identifying the terms in powers of $\varepsilon$ :

$$
\forall k \geq 0, \quad\left\{\begin{array}{llll}
\sum_{\ell=0}^{k} L_{\alpha ;}, \underline{u}^{k-\ell}=f^{\alpha} \delta_{2}^{k} & \text { in } \quad \Omega, & \alpha=1,2 \\
\sum_{\ell=0}^{k} L_{3 ; \ell} \underline{u}^{k-\ell}=f^{3} \delta_{4}^{k} & \text { in } \quad \Omega, & \alpha=1,2, \\
\sum_{\ell=0}^{k} G_{i ;<} \underline{u}^{k-\ell}=0 & \text { on } \Gamma_{+} \cup \Gamma_{-}, & i=1,2,3,
\end{array}\right.
$$

where $\delta_{\ell}^{k}$ is the Kronecker symbol, and where we set $L_{i ; 2 \ell+1}=0$ and $G_{i ; 2 \ell+1}=0$ for all $\ell \geq 0$, and $\underline{u}^{\ell}=0$ for $\ell<0$.

Using the expansions (4.7), (4.9) and the explicit forms of the operators $L_{3 ; 0}$ and $G_{3 ; 0}$, the transverse components of the former equations are written:

$$
\begin{align*}
(\lambda+2 \mu) \partial_{33} \underline{u}_{3}^{k} & =-L_{3 ; 2} \underline{\boldsymbol{u}}^{k-2}-L_{3 ; 4} \underline{\boldsymbol{u}}^{k-4}-\sum_{m=3}^{[k / 2]} L_{3 ; 2 m} \underline{\boldsymbol{u}}^{k-2 m}-f^{3} \delta_{4}^{k} & \text { in } \quad \Omega,  \tag{4.16}\\
(\lambda+2 \mu) \partial_{3} \underline{u}_{3}^{k} & =-G_{3 ; 2} \underline{\boldsymbol{u}}^{k-2}-G_{3 ; 4} \underline{\boldsymbol{u}}^{k-4}-\sum_{m=3}^{k / 2]} G_{3 ; 2 m} \underline{\boldsymbol{u}}^{k-2 m} & \text { on } \Gamma_{ \pm},
\end{align*}
$$

where $[a]$ denotes the integer part of a real number $a$.

For fixed $k$, problem (4.16) is a Neumann problem whose solvability relies on the compatibility condition:

$$
(\lambda+2 \mu) \int_{-1}^{1} \partial_{33} \underline{u}_{3}^{k} \mathrm{~d} x_{3}=(\lambda+2 \mu)\left[\partial_{3} \underline{u}_{3}^{k}\right]_{-1}^{+1}
$$

This condition is equivalently expressed as:

$$
\begin{aligned}
\int_{-1}^{1}\left(L_{3 ; 2} \underline{\boldsymbol{u}}^{k-2}+L_{3 ; 4} \underline{\boldsymbol{u}}^{k-4}+\sum_{m=3}^{[k / 2]}\right. & \left.L_{3 ; 2 m} \underline{\boldsymbol{u}}^{k-2 m}+f^{3} \delta_{4}^{k}\right) \mathrm{d} x_{3} \\
& =\left[G_{3 ; 2} \underline{\boldsymbol{u}}^{k-2}+G_{3 ; 4} \underline{\boldsymbol{u}}^{k-4}+\sum_{m=3}^{[k / 2]} G_{3 ; 2 m} \underline{\boldsymbol{u}}^{k-2 m}\right]_{-1}^{+1}
\end{aligned}
$$

relation which involves $\underline{\boldsymbol{u}}^{\ell}$ for $\ell<k$.
Using Proposition 4.2, we find that:

$$
\left\{\begin{array}{l}
L_{3 ; 2} \boldsymbol{v}=\lambda \partial_{3}\left(e_{\alpha \alpha}(\boldsymbol{v})-(\Delta \theta) v_{3}\right)-2 \mu(\Delta \theta) e_{33}(\boldsymbol{v})+2 \mu \partial_{\sigma} e_{\sigma 3}(\boldsymbol{v})  \tag{4.17}\\
G_{3 ; 2} \boldsymbol{v}=\lambda\left(e_{\alpha \alpha}(\boldsymbol{v})-(\Delta \theta) v_{3}\right)
\end{array}\right.
$$

and

$$
\left\{\begin{align*}
L_{3 ; 4} \boldsymbol{v}= & \lambda \partial_{3}\left(\left(\Gamma_{\alpha \alpha}^{3 ; 3}-g^{\alpha \beta ; 2} \partial_{\alpha \beta} \theta\right) v_{3}\right)+\lambda \partial_{3}\left(g^{\alpha \beta ; 2} e_{\alpha \beta}(\boldsymbol{v})-\Gamma_{\alpha \alpha}^{\sigma ; 2} v_{\sigma}\right)  \tag{4.18}\\
& -\left((\lambda+2 \mu) \Gamma_{\sigma 3}^{\sigma ; 3}+\lambda\left(\Gamma_{\alpha \alpha}^{3 ; 3}-g^{\alpha \beta ; 2} \partial_{\alpha \beta} \theta\right)\right) e_{33}(\boldsymbol{v}) \\
& +2 \mu \partial_{\alpha \beta} \theta\left(e_{\alpha \beta}(\boldsymbol{v})-\left(\partial_{\alpha \beta} \theta\right) v_{3}\right)+2 \mu \partial_{\sigma}\left(g^{\alpha \sigma ; 2} e_{\alpha 3}(\boldsymbol{v})+\left(\partial_{\alpha \sigma} \theta\right) v_{\alpha}\right) \\
& +2 \mu \Gamma_{\alpha \sigma}^{\sigma ; 2} e_{\alpha 3}(\boldsymbol{v}), \\
G_{3 ; 4} \boldsymbol{v}= & \lambda\left(\Gamma_{\alpha \alpha}^{3 ; 3}-g^{\alpha \beta ; 2} \partial_{\alpha \beta} \theta\right) v_{3}+\lambda\left(g^{\alpha \beta ; 2} e_{\alpha \beta}(\boldsymbol{v})-\Gamma_{\alpha \alpha}^{\sigma ; 2} v_{\sigma}\right) .
\end{align*}\right.
$$

The compatibility condition then becomes:

$$
\begin{aligned}
& 2 \mu \Delta \theta \int_{-1}^{+1} \partial_{3} \underline{u}_{3}^{k-2} \mathrm{~d} x_{3}-2 \mu \partial_{\sigma}\left(\int_{-1}^{+1} e_{\sigma 3}\left(\underline{\boldsymbol{u}}^{k-2}\right) \mathrm{d} x_{3}\right) \\
& +\int_{-1}^{+1}\left((\lambda+2 \mu) \Gamma_{\sigma 3}^{\sigma ; 3}+\lambda\left(\Gamma_{\alpha \alpha}^{3 ; 3}-g^{\alpha \beta ; 2} \partial_{\alpha \beta} \theta\right)\right) \partial_{3} \underline{u}_{3}^{k-4} \mathrm{~d} x_{3} \\
& -2 \mu \partial_{\alpha \beta} \theta \int_{-1}^{+1}\left(e_{\alpha \beta}\left(\underline{\boldsymbol{u}}^{k-4}\right)-\left(\partial_{\alpha \beta} \theta\right) \underline{u}_{3}^{k-4}\right) \mathrm{d} x_{3} \\
& -2 \mu \partial_{\sigma}\left(\int_{-1}^{+1}\left(g^{\alpha \sigma ; 2} e_{\alpha 3}\left(\underline{\boldsymbol{u}}^{k-4}\right)+\left(\partial_{\alpha \sigma} \theta\right) \underline{u}^{k-4}\right) \mathrm{d} x_{3}\right) \\
& -2 \mu \int_{-1}^{+1} \Gamma_{\sigma \alpha}^{\sigma ; 2} e_{\alpha 3}\left(\underline{u}^{k-4}\right) \mathrm{d} x_{3}-\int_{-1}^{+1} f^{3} \delta_{4}^{k} \mathrm{~d} x_{3} \\
& =\sum_{m=3}^{[k / 2]} \int_{-1}^{+1} L_{3 ; 2 m} \underline{\boldsymbol{u}}^{k-2 m} \mathrm{~d} x_{3}-\sum_{m=3}^{[k / 2]} G_{3 ; 2 m} \underline{\boldsymbol{u}}^{k-2 m}(1)+\sum_{m=3}^{[k / 2]} G_{3 ; 2 m} \underline{\boldsymbol{u}}^{k-2 m}(-1) .
\end{aligned}
$$

Using the expansions (4.7), (4.9) and the explicit forms of the operators $L_{\sigma ; 0}$ and $G_{\sigma ; 0}$, we get for the horizontal components $(\sigma=1,2)$ and for $k \geq 0$,

$$
\begin{align*}
2 \mu \partial_{3} e_{\gamma 3}\left(\underline{\boldsymbol{u}}^{k}\right)+\lambda \partial_{\gamma}\left(\partial_{3} \underline{u}_{3}^{k}\right) & =-L_{\gamma ; 3} \underline{\boldsymbol{u}}^{k-2}-\sum_{m=2}^{[k / 2]} L_{\gamma ; 2 m} \underline{\boldsymbol{u}}^{k-2 m}-f^{\gamma} \delta_{2}^{k} & \text { in } \quad \Omega,  \tag{4.20}\\
2 \mu e_{\gamma 3}\left(\underline{\boldsymbol{u}}^{k}\right) & =-G_{\gamma ; 2} \underline{\boldsymbol{u}}^{k-2}-\sum_{m=2}^{[k / 2]} G_{\gamma ; 2 m} \underline{\boldsymbol{u}}^{k-2 m} & \text { on } \Gamma_{ \pm} .
\end{align*}
$$

For each $k \geq 0$, we must thus have

$$
2 \mu \int_{-1}^{1} \partial_{3} e_{\gamma 3}\left(\underline{\boldsymbol{u}}^{k}\right) \mathrm{d} x_{3}=2 \mu\left[e_{\gamma 3}\left(\underline{\boldsymbol{u}}^{k}\right)\right]_{-1}^{+1},
$$

and this relation is written as:

$$
\begin{aligned}
\int_{-1}^{1}\left(\lambda \partial_{\gamma 3} \underline{u}_{3}^{k}+L_{\gamma ; 2} \underline{\boldsymbol{u}}^{k-2}+\sum_{m=2}^{[k / 2]} L_{\gamma ; 2 m} \underline{\boldsymbol{u}}^{k-2 m}+\right. & \left.f^{\gamma} \delta_{2}^{k}\right) \mathrm{d} x_{3} \\
& =\left[G_{\gamma ; 2} \underline{\boldsymbol{u}}^{k-2}+\sum_{m=2}^{[k / 2]} G_{\gamma ; 2 m} \underline{\boldsymbol{u}}^{k-2 m}\right]_{-1}^{+1}
\end{aligned}
$$

We find that:

$$
\left\{\begin{align*}
L_{\gamma ; 2} \boldsymbol{v}= & 2 \mu \partial_{3}\left(g^{\alpha \gamma ; 2} e_{\alpha 3}(\boldsymbol{v})+\left(\partial_{\gamma \sigma} \theta\right) v_{\sigma}\right)+\lambda \partial_{\gamma}\left(e_{\alpha \alpha}(\boldsymbol{v})-(\Delta \theta) v_{3}\right)  \tag{4.21}\\
& +2 \mu \partial_{\sigma}\left(e_{\sigma \gamma}(\boldsymbol{v})-\left(\partial_{\sigma \gamma} \theta\right) v_{3}\right)+\lambda \partial_{\sigma}\left(g^{\gamma \sigma ; 2} e_{33}(\boldsymbol{v})\right) \\
& +\lambda\left(\Gamma_{\alpha \alpha}^{\gamma ; 2}+\Gamma_{\gamma \tau}^{\tau ; 2}\right) e_{33}(\boldsymbol{v})-2 \mu(\Delta \theta) e_{\gamma 3}(\boldsymbol{v})-4 \mu\left(\partial_{\alpha \gamma} \theta\right) e_{\alpha 3}(\boldsymbol{v}), \\
G_{\gamma ; 2} \boldsymbol{v}= & 2 \mu\left(g^{\alpha \gamma ; 2} e_{\alpha 3}(\boldsymbol{v})+\partial_{\gamma \sigma} \theta v_{\sigma}\right) .
\end{align*}\right.
$$

Hence we have the following condition:

$$
\begin{align*}
& \lambda \partial_{\gamma}\left(\int_{-1}^{+1} \partial_{3} \underline{u}_{3}^{k} \mathrm{~d} x_{3}\right)+\lambda \partial_{\gamma}\left(\int_{-1}^{+1}\left(e_{\alpha \alpha}\left(\underline{\boldsymbol{u}}^{k-2}\right)-(\Delta \theta) \underline{u}_{3}^{k-2}\right) \mathrm{d} x_{3}\right) \\
& +2 \mu \partial_{\sigma}\left(\int_{-1}^{+1}\left(e_{\sigma \gamma}\left(\underline{\boldsymbol{u}}^{k-2}\right)-\left(\partial_{\sigma \gamma} \theta\right) \underline{u}_{3}^{k-2}\right) \mathrm{d} x_{3}\right) \\
& +\lambda \partial_{\sigma}\left(\int_{-1}^{+1} g^{\gamma \sigma ; 2} e_{33}\left(\underline{\boldsymbol{u}}^{k-2}\right) \mathrm{d} x_{3}\right)+\lambda \int_{-1}^{+1}\left(\Gamma_{\alpha \alpha}^{\gamma ; 2}+\Gamma_{\gamma \tau}^{\tau ; 2}\right) e_{33}\left(\underline{\boldsymbol{u}}^{k-2}\right) \mathrm{d} x_{3}  \tag{4.22}\\
& -2 \mu \Delta \theta \int_{-1}^{+1} e_{\gamma 3}\left(\underline{\boldsymbol{u}}^{k-2}\right) \mathrm{d} x_{3}-4 \mu \partial_{\alpha \gamma} \theta \int_{-1}^{+1} e_{\alpha 3}\left(\underline{\boldsymbol{u}}^{k-2}\right) \mathrm{d} x_{3}+\int_{-1}^{+1} f^{\gamma} \delta_{2}^{k} \mathrm{~d} x_{3} \\
& =-\int_{-1}^{+1} \sum_{m=2}^{[k / 2]} L_{\gamma ; 2 m} \underline{\boldsymbol{u}}^{k-2 m} \mathrm{~d} x_{3}-\sum_{m=2}^{[k / 2]} G_{\gamma ; 2 m} \underline{\boldsymbol{u}}^{k-2 m}(1)+\sum_{m=2}^{[k / 2]} G_{\gamma ; 2 m} \underline{\boldsymbol{u}}^{k-2 m}(-1) .
\end{align*}
$$

Now we will study the solution of the equations (4.16) and (4.20) for all $k \geq 0$. For $k=0$, the equations are:

$$
\left\{\begin{array} { r l } 
{ ( \lambda + 2 \mu ) \partial _ { 3 3 } \underline { u } _ { 3 } ^ { 0 } } & { = 0 }
\end{array} \quad \text { in } \Omega , \quad \text { and } \quad \left\{\begin{array}{rl}
2 \mu \partial_{3} e_{\gamma 3}\left(\underline{\boldsymbol{u}}^{0}\right)+\lambda \partial_{\gamma 3} \underline{u}_{3}^{0}=0 & \text { in } \Omega,  \tag{4.23}\\
2 \mu e_{\gamma 3}\left(\underline{\boldsymbol{u}}^{0}\right) & =0
\end{array} \text { on } \Gamma_{ \pm},\right.\right.
$$

and the compatibility conditions are trivially satisfied. We deduce that there exists $\zeta^{0}\left(x_{*}\right)$ independent on $x_{3}$ such that $\underline{u}^{0}$ is the Kirchhoff-Love displacement associated to $\boldsymbol{\zeta}^{0}$ : we have $\underline{\boldsymbol{u}}^{0}=\left(\zeta_{*}^{0}\left(x_{*}\right)-\nabla_{*} \zeta_{3}^{0}, \zeta_{3}^{0}\right)$. The same result hold for $\underline{\boldsymbol{u}}^{1}$ with a generator denoted $\boldsymbol{\zeta}^{1}$.

The generators $\boldsymbol{\zeta}^{0}$ and $\boldsymbol{\zeta}^{1}$ are not determined yet. Roughly speaking, the compatibility condition in the next steps will give equations involving $\boldsymbol{\zeta}^{0}$ and $\boldsymbol{\zeta}^{1}$. These equations will take the form $\boldsymbol{P}\left(\boldsymbol{\zeta}^{0}\right)=\boldsymbol{r}^{0}$ and $\boldsymbol{P}\left(\boldsymbol{\zeta}^{1}\right)=\boldsymbol{r}^{1}$, where $\boldsymbol{P}$ is the operator described in the former section, where $\boldsymbol{r}^{0}$ is given in (3.17) and (3.18), and where $\boldsymbol{r}^{1}=0$.

At each step, we get the same first equations (4.23) involving $\underline{\boldsymbol{u}}^{k}$, with nonvanishing rights hand sides depending on the fields $\underline{\boldsymbol{u}}^{\ell}$ for $\ell<k$. Thus, each term $\underline{\boldsymbol{u}}^{k}$ only depends on the previous terms $\underline{\boldsymbol{u}}^{\ell}$ for $\ell<k$ and on a Kirchhoff-Love term associated to an undetermined generator $\boldsymbol{\zeta}^{k}$. This is due to the fact that the kernel of the operators (4.23) consists of Kirchhoff-Love terms. The generators $\boldsymbol{\zeta}^{k}$ are then determined by the compatibility conditions in the next steps by relations $\boldsymbol{P}\left(\boldsymbol{\zeta}^{k}\right)=\boldsymbol{r}^{k}$, where $\boldsymbol{r}^{k}$ depends on $\boldsymbol{f}$, and on the generators $\boldsymbol{\zeta}^{\ell}$ for $\ell<k$. The following theorem gives the structure of the terms $\underline{u}^{k}$ :

Theorem 4.5. For any $k \geq 0$ there exist a Kirchhoff-Love displacement $\boldsymbol{u}_{\mathrm{KL}}^{k}$, whose generator is denoted by $\boldsymbol{\zeta}^{k}$ and a displacement field $\boldsymbol{v}^{k}$ with zero mean value:

$$
\forall x_{*} \in \bar{\omega}, \quad \int_{-1}^{1} \boldsymbol{v}^{k}\left(x_{*}, x_{3}\right) \mathrm{d} x_{3}=0
$$

such that

$$
\begin{equation*}
\underline{\boldsymbol{u}}^{k}=\boldsymbol{u}_{\mathrm{KL}}^{k}+\boldsymbol{v}^{k} \tag{4.24}
\end{equation*}
$$

is solution of (4.16) and (4.20).
Moreover, for $k \geq 0, \boldsymbol{\zeta}^{k}$ is solution of an equation governed by the operator $\boldsymbol{P}$, defined in (3.9):

$$
\begin{equation*}
\boldsymbol{P}\left(\boldsymbol{\zeta}^{k}\right)=\boldsymbol{r}^{k} \quad \text { in } \quad \omega \tag{4.25}
\end{equation*}
$$

where for each $k, \boldsymbol{r}^{k}$ is determined by the previous functions $\boldsymbol{\zeta}^{k-2 m}, 1 \leq m \leq[k / 2]$ and by $\boldsymbol{f}$. Moreover, $\boldsymbol{r}^{0}=1 / 2\left(p^{1}, p^{2}, \partial_{\alpha} q^{\alpha}+p^{3}\right)$ and $\boldsymbol{r}^{1}=(0,0,0)$.

We also have $\boldsymbol{v}^{0}=\boldsymbol{v}^{1}=0$ and for $k \geq 2, \boldsymbol{v}^{k}$ depends only on $\boldsymbol{f}$ and on the functions $\boldsymbol{\zeta}^{k-2 m}$ for $1 \leq m \leq[k / 2]$.

Proof. Let us formulate our induction hypothesis for any $\ell \in \mathbb{N}$ and let us denote it $\left(\mathcal{F}^{\ell}\right)$ :
for every $k \leq \ell-4, \underline{\boldsymbol{u}}^{k}$ is determined and (4.16), (4.20), (4.19) and (4.22) are satisfied;
the function $\underline{\boldsymbol{u}}^{\ell-2}$ is determined and (4.16), (4.19), (4.20), (4.22) are solved for $k=\ell-2$;
there exist $\boldsymbol{v}^{\ell}$ such that $\int_{-1}^{1} \boldsymbol{v}^{\ell} \mathrm{d} x_{3}=0$ and (4.16), (4.20) and conditions (4.19), (4.22) are satisfied at $k=\ell$ for $\underline{\boldsymbol{u}}^{\ell}=\boldsymbol{v}^{\ell}$;
the compatibility condition (4.19) is satisfied for $k=\ell+2$ by $\underline{\boldsymbol{u}}^{\ell}=\boldsymbol{v}^{\ell}$. We see that $\left(\mathcal{F}^{0}\right)$ and $\left(\mathcal{F}^{1}\right)$ hold with $\boldsymbol{v}^{0}=0, \boldsymbol{v}^{1}=0$.
Let us assume that $\left(\mathcal{F}^{\ell}\right)$ holds. We prove that $\left(\mathcal{F}^{\ell+2}\right)$ also holds. Since $v_{3}^{\ell}$ is solution of (4.16) for $k=\ell$, we see that for any function $\zeta_{3}^{\ell}$ not depending on $x_{3}$, $v_{3}^{\ell}+\zeta_{3}^{\ell}$ is still solution of (4.16).

Since $v_{\gamma}^{\ell}$ is solution of (4.20) for $k=\ell$, for any function $\zeta_{\gamma}^{\ell}$ independent on $x_{3}$, we get another solution for this equation, namely $v_{\gamma}^{\ell}+\zeta_{\gamma}^{\ell}-x_{3} \partial_{\gamma} \zeta_{3}^{\ell}$, for $\underline{u}_{3}^{\ell}=v_{3}^{\ell}+\zeta_{3}^{\ell}$.

Therefore, for any Kirchhoff-Love field $\boldsymbol{u}_{\mathrm{KL}}^{\ell}, \underline{\boldsymbol{u}}^{\ell}=\boldsymbol{v}^{\ell}+\boldsymbol{u}_{\mathrm{KL}}^{\ell}$ is solution of (4.16) and (4.20) for $k=\ell$. The condition (4.19) is satisfied for $k=\ell+2$ and $\underline{\boldsymbol{u}}^{\ell}=\boldsymbol{v}^{\ell}$ and still holds for $\underline{\boldsymbol{u}}^{\ell}=\boldsymbol{v}^{\ell}+\boldsymbol{u}_{\mathrm{KL}}^{\ell}$, where $\boldsymbol{u}_{\mathrm{KL}}^{\ell}$ is an arbitrary Kirchhoff-Love field. This allows to denote by $v_{3}^{\ell+2}$ the solution of (4.16) with $\int_{-1}^{1} v_{3}^{\ell+2} \mathrm{~d} x_{3}=0$ for $k=\ell+2$ and $\underline{\boldsymbol{u}}^{\ell}=\boldsymbol{v}^{\ell}+\boldsymbol{u}_{\mathrm{KL}}^{\ell}$.

Now we investigate the condition (4.22) for $k=\ell+2$ and $\underline{\boldsymbol{u}}^{\ell}=\boldsymbol{v}^{\ell}+\boldsymbol{u}_{\mathrm{KL}}^{\ell}$. Integrating (4.16) from -1 to $x_{3}$ for $k=\ell+2$, we obtain the expression of $\partial_{3} v_{3}^{\ell}$ with respect to $\boldsymbol{\zeta}^{\ell}, \boldsymbol{v}^{\ell}, \underline{\boldsymbol{u}}^{\ell-2}, \ldots \underline{\boldsymbol{u}}^{0}$. Let $P_{\gamma}$ be defined by (3.9). By separating the contributions of $\boldsymbol{v}^{\ell}$ and $\boldsymbol{u}_{\mathrm{KL}}^{\ell}$ in the investigated condition, we compute that equation (4.22) takes the form

$$
\begin{equation*}
P_{\gamma}\left(\boldsymbol{\zeta}^{\ell}\right)=r_{\gamma}^{\ell} \quad \text { in } \quad \omega, \tag{4.26}
\end{equation*}
$$

for $r_{\gamma}^{\ell}$ depending on $\boldsymbol{v}^{\ell}, \underline{\boldsymbol{u}}^{\ell-2}, \ldots \underline{\boldsymbol{u}}^{0}$. For $\ell=0,1$, we have $r_{\gamma}^{0}=\frac{1}{2} p^{\gamma}$ and $r_{\gamma}^{1}=0$.
For a function $\boldsymbol{\zeta}^{\ell}$ verifying (4.26), let $v_{\gamma}^{\ell+2}$ be the solution of (4.20) for $k=\ell+2$ and for $\underline{u}_{3}^{\ell+2}=v_{3}^{\ell+2}$, having zero mean value over $(-1,1)$.

In order to investigate the compatibility condition (4.19) for $k=\ell+4$ and $\underline{\boldsymbol{u}}^{\ell+2}=\boldsymbol{v}^{\ell+2}$, we integrate (4.20) from -1 to $x_{3}$. Using the first equation (4.26), we get that this compatibility condition takes the form

$$
\begin{equation*}
P_{3}\left(\boldsymbol{\zeta}^{\ell}\right)=r_{3}^{\ell} \quad \text { in } \quad \omega, \tag{4.27}
\end{equation*}
$$

with a left side depending on $\boldsymbol{v}^{\ell}, \underline{\boldsymbol{u}}^{\ell-2}, \ldots \underline{\boldsymbol{u}}^{0}$. For $\ell=0,1$, we have $r_{3}^{0}=1 / 2\left(\partial_{\gamma} q^{\gamma}+\right.$ $p^{3}$ ) and $r_{3}^{1}=0$.

We also calculate that:

$$
\begin{equation*}
v_{3}^{2}\left(x_{*}, x_{3}\right)=\frac{\lambda}{\lambda+2 \mu}\left(\frac{x_{3}^{2}}{2}-\frac{1}{6}\right) \Delta \zeta_{3}^{0}-\frac{\lambda}{\lambda+2 \mu} x_{3}\left(\operatorname{div}_{*} \zeta_{*}^{0}-(\Delta \theta) \zeta_{3}^{0}\right) . \tag{4.28}
\end{equation*}
$$

Therefore, if we take $\boldsymbol{\zeta}^{\ell}$ verifying (4.26), (4.27) and we define $\underline{\boldsymbol{u}}^{\ell}=\boldsymbol{v}^{\ell}+u_{\mathrm{KL}}^{\ell}$, then the induction condition $\left(\mathcal{F}^{\ell+2}\right)$ is established.

## 5. Construction of the inner expansion

In the previous section, starting from solutions $\boldsymbol{\zeta}^{k}$ of equations (4.25), we constructed formal series (4.14) satisfying equations (4.15). However, we can show that for all solutions $\boldsymbol{\zeta}^{k}$, the equations on the lateral boundary $\Gamma_{0}$ are usually not satisfied.

As in the case of plates, we introduce scaled boundary layer terms $\boldsymbol{w}\left(\varepsilon^{-1} r, s, x_{3}\right)$ exponentially decreasing in $t=\varepsilon^{-1} r$. Thus, we have to make the change of variable $\left(r, s, x_{3}\right) \mapsto\left(t, s, x_{3}\right)$ in order to pose the equations, and as this change of variable depends on $\varepsilon$, it has an influence on the underlying formal series.
5.1. Interior equations and horizontal boundary conditions. In the following, $\left(r, s, x_{3}\right)$ denotes the coordinate system described in section 2.4, in a neighbourhood of $\Gamma_{0}$, and $t=\varepsilon^{-1} r$ is a scaled coordinate. The system $\left(t, s, x_{3}\right)$ lies in $\Sigma^{+} \times \mathbb{S}$, with $\left(t, x_{3}\right) \in \Sigma^{+}:=\mathbb{R}^{+} \times(-1,+1)$. Thus, $\Sigma^{+}$is a half strip with two corners $(t=$ $\left.0, x_{3}= \pm 1\right)$, and whose boundary consists of a lateral boundary $\gamma_{0}=\{0\} \times(-1,+1)$ and of upper and lower edges $\gamma_{ \pm}=\mathbb{R}_{+} \times\{ \pm 1\}$.

In order to define the operators acting on boundary layer terms, we introduce the following scaling operator: let $\mathcal{D}(\varepsilon)$ be defined as

$$
\mathcal{D}(\varepsilon) \boldsymbol{\varphi}=\left(\boldsymbol{\varphi}_{*}, \varepsilon \varphi_{3}\right)
$$

for all triple $\boldsymbol{\varphi}=\left(\boldsymbol{\varphi}_{*}, \varphi_{3}\right)$.
Recall that in coordinates $\left(r, s, x_{3}\right)$, the components of the operator $\boldsymbol{L}(\varepsilon)$ are given by:

$$
\begin{aligned}
& L_{r}(\varepsilon)\left(r, s, x_{3} ; \partial_{r}, \partial_{s}, \partial_{3}\right)=\left(n_{1} L_{1}(\varepsilon)+n_{2} L_{2}\right)\left(x ; \partial_{x}\right) \\
& L_{s}(\varepsilon)\left(r, s, x_{3} ; \partial_{r}, \partial_{s}, \partial_{3}\right)=(1-\kappa r)^{-1}\left(n_{2} L_{1}(\varepsilon)-n_{1} L_{2}(\varepsilon)\right)\left(x ; \partial_{x}\right), \\
& L_{3}(\varepsilon)\left(r, s, x_{3} ; \partial_{r}, \partial_{s}, \partial_{3}\right)=L_{3}(\varepsilon)\left(x ; \partial_{x}\right)
\end{aligned}
$$

where $x=\left(x_{1}, x_{2}, x_{3}\right)$ and $\partial_{x}=\left(\partial_{1}, \partial_{2}, \partial_{3}\right)$, and that the same holds for the operators $\boldsymbol{G}(\varepsilon)$ and $\boldsymbol{T}(\varepsilon)$.

In order to obtain an operator of order 0 in $\varepsilon$, by using $\mathcal{D}(\varepsilon)$ we define the following operator:

$$
\left\{\begin{array}{l}
\mathcal{L}_{t}(\varepsilon)\left(t, s, x_{3} ; \partial_{t}, \partial_{s}, \partial_{3}\right):=\varepsilon^{2} L_{r}(\varepsilon)\left(\varepsilon t, s, x_{3} ; \varepsilon^{-1} \partial_{t}, \partial_{s}, \partial_{3}\right) \circ \mathcal{D}(\varepsilon), \\
\mathcal{L}_{s}(\varepsilon)\left(t, s, x_{3} ; \partial_{t}, \partial_{s}, \partial_{3}\right):=\varepsilon^{2} L_{s}(\varepsilon)\left(\varepsilon t, s, x_{3} ; \varepsilon^{-1} \partial_{t}, \partial_{s}, \partial_{3}\right) \circ \mathcal{D}(\varepsilon), \\
\mathcal{L}_{3}(\varepsilon)\left(t, s, x_{3} ; \partial_{t}, \partial_{s}, \partial_{3}\right):=\varepsilon^{3} L_{3}(\varepsilon)\left(\varepsilon t, s, x_{3} ; \varepsilon^{-1} \partial_{t}, \partial_{s}, \partial_{3}\right) \circ \mathcal{D}(\varepsilon)
\end{array}\right.
$$

Using Taylor expansions, we see that we can associate to this operator a formal series:

$$
\mathcal{L}(\varepsilon)=\mathcal{L}^{0}+\varepsilon \mathcal{L}^{1}+\sum_{k \geq 2} \varepsilon^{k} \mathcal{L}^{k}
$$

where the $\mathcal{L}^{k}$ are operators of degree 2 on $\Sigma^{+} \times \mathbb{S}$ that are polynomial in $x_{3}$ and $t$. Moreover, we identify:

$$
\left\{\begin{array}{l}
\mathcal{L}_{t}^{0} \boldsymbol{\varphi}=\mu\left(\partial_{t t} \varphi_{t}+\partial_{33} \varphi_{t}\right)+(\lambda+\mu) \partial_{t}\left(\partial_{t} \varphi_{t}+\partial_{3} \varphi_{3}\right)  \tag{5.1}\\
\mathcal{L}_{s}^{0} \boldsymbol{\varphi}=\mu\left(\partial_{t t} \varphi_{s}+\partial_{33} \varphi_{s}\right) \\
\mathcal{L}_{3}^{0} \boldsymbol{\varphi}=\mu\left(\partial_{t t} \varphi_{3}+\partial_{33} \varphi_{3}\right)+(\lambda+\mu) \partial_{3}\left(\partial_{t} \varphi_{t}+\partial_{3} \varphi_{3}\right)
\end{array}\right.
$$

and we see that this operator is the same as that for plates (see [11, 8]).

Similarly, we define the following traction operator on $\Sigma^{+} \times \mathbb{S}$ :

$$
\left\{\begin{array}{l}
\mathcal{G}_{t}(\varepsilon)\left(t, s, x_{3} ; \partial_{t}, \partial_{s}, \partial_{3}\right):=\varepsilon^{2} G_{r}(\varepsilon)\left(\varepsilon t, s, x_{3} ; \varepsilon^{-1} \partial_{t}, \partial_{s}, \partial_{3}\right) \circ \mathcal{D}(\varepsilon), \\
\mathcal{G}_{s}(\varepsilon)\left(t, s, x_{3} ; \partial_{t}, \partial_{s}, \partial_{3}\right):=\varepsilon^{2} G_{s}(\varepsilon)\left(\varepsilon t, s, x_{3} ; \varepsilon^{-1} \partial_{t}, \partial_{s}, \partial_{3}\right) \circ \mathcal{D}(\varepsilon), \\
\mathcal{G}_{3}(\varepsilon)\left(t, s, x_{3} ; \partial_{t}, \partial_{s}, \partial_{3}\right):=\varepsilon^{3} G_{3}(\varepsilon)\left(\varepsilon t, s, x_{3} ; \varepsilon^{-1} \partial_{t}, \partial_{s}, \partial_{3}\right) \circ \mathcal{D}(\varepsilon) .
\end{array}\right.
$$

Using Taylor expansions, we see that we can associate to this operator a formal series:

$$
\mathcal{G}(\varepsilon)=\mathcal{G}^{0}+\varepsilon \mathcal{G}^{1}+\sum_{k \geq 2} \varepsilon^{k} \mathcal{G}^{k},
$$

where the operators $\mathcal{G}^{k}$ are of degree one on $\Sigma^{+} \times \mathbb{S}$ and are polynomials in $x_{3}$ and $t$. Moreover, we see that the first term is given by:

$$
\left\{\begin{align*}
\mathcal{G}_{t}^{0} \boldsymbol{\varphi} & =\mu\left(\partial_{t} \varphi_{3}+\partial_{3} \varphi_{t}\right)  \tag{5.2}\\
\mathcal{G}_{s}^{0} \boldsymbol{\varphi} & =\mu \partial_{3} \varphi_{s} \\
\mathcal{G}_{3}^{0} \boldsymbol{\varphi} & =(\lambda+2 \mu) \partial_{3} \varphi_{3}+\lambda \partial_{t} \varphi_{t} .
\end{align*}\right.
$$

Thus we see that this operator is the same as that for plates, see [11, 8].
Hence, we are searching for formal series $\boldsymbol{\varphi}(\varepsilon)=\sum_{k \geq 0} \varepsilon^{k} \boldsymbol{\varphi}^{k}$ solution of the equations (in formal series):

$$
\begin{aligned}
& \mathcal{L}(\varepsilon) \boldsymbol{\varphi}(\varepsilon)=0, \\
& \mathcal{G}(\varepsilon) \boldsymbol{\varphi}(\varepsilon)=0 .
\end{aligned}
$$

Before studying these equations, we perform the same change of variables for the operators on the lateral boundary, taking into account the previous result concerning the outer expansion. Hence, we obtain boundary equations in order to get the matching of the terms of this outer part.

### 5.2. Conditions on the lateral boundary.

5.2.1. Lateral Dirichlet boundary conditions. Let $\underline{\boldsymbol{u}}(\varepsilon)=\sum_{k \geq 0} \varepsilon^{k} \underline{\boldsymbol{u}}^{k}$ be a formal series constructed in the former section. Recall that, according to Theorem 4.5, we have:

$$
\begin{align*}
& \underline{u}_{n}^{k}=\zeta_{n}^{k}-x_{3} \partial_{n} \zeta_{3}^{k}+v_{n}^{k}, \\
& \underline{u}_{s}^{k}=\zeta_{s}^{k}-x_{3} \partial_{s} \zeta_{3}^{k}+v_{s}^{k},  \tag{5.3}\\
& \underline{u}_{3}^{k}=\zeta_{3}^{k}+v_{3}^{k},
\end{align*}
$$

where the $\boldsymbol{\zeta}^{k}$ are two-dimensional generators. Due to the scaling operator $\mathcal{D}(\varepsilon)$, we are looking for a boundary layer formal series of the type $\boldsymbol{w}(\varepsilon)=\mathcal{D}(\varepsilon) \circ \boldsymbol{\varphi}(\varepsilon)$. Thus, we want to find a formal series $\varphi(\varepsilon)$ satisfying the relation:

$$
\begin{equation*}
\left.\sum_{k \geq 0} \varepsilon^{k} \underline{\boldsymbol{u}}^{k}\right|_{\Gamma_{0}}+\left.\sum_{k \geq 0} \varepsilon^{k}\left(\boldsymbol{\varphi}_{*}^{k}, \varepsilon \varphi_{3}^{k}\right)\right|_{t=0}=0 . \tag{5.4}
\end{equation*}
$$

In 5.4 we identify the coefficients of $\varepsilon$ and we get:

$$
\left\{\begin{aligned}
\left.\varphi_{t}^{0}\right|_{t=0}+\left.\underline{u}_{n}^{0}\right|_{\partial \omega} & =0, \\
\left.\varphi_{s}^{0}\right|_{t=0} ^{0}+\left.\underline{u}_{s}^{0}\right|_{\partial \omega} & =0, \\
\left.\underline{u}_{3}^{0}\right|_{\partial \omega} & =0,
\end{aligned} \quad \text { and }\left.\quad \varphi_{3}^{0}\right|_{t=0}+\left.\underline{u}_{3}^{1}\right|_{\partial \omega}=0,\right.
$$

and, for $k \geq 1$,

$$
\left\{\begin{align*}
\left.\varphi_{t}^{k}\right|_{t=0}+\left.\underline{u}_{n}^{k}\right|_{\partial \omega} & =0  \tag{5.5}\\
\left.\varphi_{s}^{k}\right|_{t=0}+\left.\underline{u}_{s}^{k}\right|_{\partial \omega} & =0 \\
\left.\varphi_{3}^{k}\right|_{t=0}+\left.\underline{u}_{3}^{k+1}\right|_{\partial \omega} & =0
\end{align*}\right.
$$

5.2.2. Lateral Neumann boundary conditions. As before, we define the following operator:

$$
\left\{\begin{array}{l}
\mathcal{T}_{t}(\varepsilon)\left(t, s, x_{3} ; \partial_{t}, \partial_{s}, \partial_{3}\right):=\varepsilon T_{r}(\varepsilon)\left(\varepsilon t, s, x_{3} ; \varepsilon^{-1} \partial_{t}, \partial_{s}, \partial_{3}\right) \circ \mathcal{D}(\varepsilon), \\
\mathcal{T}_{s}(\varepsilon)\left(t, s, x_{3} ; \partial_{t}, \partial_{s}, \partial_{3}\right):=\varepsilon T_{s}(\varepsilon)\left(\varepsilon t, s, x_{3} ; \varepsilon^{-1} \partial_{t}, \partial_{s}, \partial_{3}\right) \circ \mathcal{D}(\varepsilon), \\
\mathcal{T}_{3}(\varepsilon)\left(t, s, x_{3} ; \partial_{t}, \partial_{s}, \partial_{3}\right):=\varepsilon^{2} T_{3}(\varepsilon)\left(\varepsilon t, s, x_{3} ; \varepsilon^{-1} \partial_{t}, \partial_{s}, \partial_{3}\right) \circ \mathcal{D}(\varepsilon)
\end{array}\right.
$$

Using Taylor expansion in $t=0$ and $x_{3}$, we see that we can associate to this operator a formal series:

$$
\mathcal{T}(\varepsilon)=\boldsymbol{T}^{0}+\varepsilon \mathcal{T}^{1}+\sum_{k \geq 2} \varepsilon^{k} \boldsymbol{\mathcal { T }}^{k}
$$

where the operators $\boldsymbol{T}^{k}$ are of degree one on $\Sigma^{+} \times \partial \omega$, polynomials in $x_{3}$ and $t$ and take their values in $(-1,+1) \times \partial \omega$.

Moreover, we find that:

$$
\left\{\begin{array}{l}
\mathcal{T}_{t}^{0}(\boldsymbol{\varphi})=\lambda \partial_{3} \varphi_{3}+(\lambda+2 \mu) \partial_{t} \varphi_{t}  \tag{5.6}\\
\mathcal{T}_{s}^{0}(\boldsymbol{\varphi})=\mu \partial_{t} \varphi_{s} \\
\mathcal{T}_{3}^{0}(\boldsymbol{\varphi})=\mu\left(\partial_{3} \varphi_{t}+\partial_{t} \varphi_{3}\right)
\end{array}\right.
$$

which is the same as for plates, and that:

$$
\left\{\begin{align*}
\mathcal{T}_{t}^{1}(\boldsymbol{\varphi})= & \lambda\left(\partial_{s} \varphi_{s}-\kappa \varphi_{t}\right)  \tag{5.7}\\
\mathcal{T}_{s}^{1}(\boldsymbol{\varphi})= & \mu\left(\partial_{s} \varphi_{t}+2 \kappa \varphi_{s}\right), \\
\mathcal{T}_{3}^{1}(\boldsymbol{\varphi})= & 2 \mu\left(\left(\partial_{r r} \theta\right) \varphi_{t}+\left(\partial_{r s} \theta+\kappa \partial_{s} \theta\right) \varphi_{s}\right) \\
& +\mu\left(\left(2 x_{3} \partial_{r r} \theta-\left(\partial_{r} \theta\right)^{2}\right)\left(\partial_{t} \varphi_{3}+\partial_{3} \varphi_{t}\right)\right. \\
& \left.+\left(2 x_{3}\left(\partial_{r s} \theta+\kappa \partial_{s} \theta\right)-\left(\partial_{r} \theta\right) \partial_{s} \theta\right) \partial_{3} \varphi_{s}\right)
\end{align*}\right.
$$

We remark that $\mathcal{T}_{t}^{1}$ and $\mathcal{T}_{s}^{1}$ are the same as for plates. Finally, we give explicit formulas for:

$$
\left\{\begin{array}{l}
\mathcal{T}_{t}^{2}\left(\varphi_{3}\right)=-\varphi_{3}\left((\lambda+2 \mu) \partial_{r r} \theta+\lambda\left(\partial_{s s} \theta-\kappa \partial_{r} \theta\right)\right)+\lambda \partial_{3} \varphi_{3}\left(2 x_{3} \partial_{r r} \theta-\left(\partial_{r} \theta\right)^{2}\right) \\
\mathcal{T}_{s}^{2}\left(\varphi_{3}\right)=-2 \mu \varphi_{3}\left(\partial_{r s} \theta+\kappa \partial_{s} \theta\right)+\lambda \partial_{3} \varphi_{3}\left(2 x_{3}\left(\partial_{r s} \theta+\kappa \partial_{s} \theta\right)-\left(\partial_{r} \theta\right) \partial_{s} \theta\right) \\
\mathcal{T}_{3}^{2}\left(\varphi_{3}\right)=\mu\left(2 x_{3}\left(\partial_{r s} \theta+\kappa \partial_{s} \theta\right)-\left(\partial_{r} \theta\right) \partial_{s} \theta\right) \partial_{s} \varphi_{3}
\end{array}\right.
$$

Taking into account the different scalings that we made, the traction-free condition on the lateral boundary can be written as:

$$
\begin{equation*}
\left.\boldsymbol{T}(\varepsilon) \underline{\boldsymbol{u}}(\varepsilon)\right|_{\partial \omega}+\left.\left(\varepsilon^{-1} \mathcal{T}_{t}(\varepsilon) \boldsymbol{\varphi}(\varepsilon), \varepsilon^{-1} \mathcal{T}_{t}(\varepsilon) \boldsymbol{\varphi}(\varepsilon), \varepsilon^{-2} \mathcal{T}_{t}(\varepsilon) \boldsymbol{\varphi}(\varepsilon)\right)\right|_{t=0}=0 \tag{5.8}
\end{equation*}
$$

In 5.8 we identify the powers of $\varepsilon$ and we obtain:

$$
\left\{\begin{aligned}
\mathcal{T}_{t}^{0}\left(\boldsymbol{\varphi}^{k}\right) & +\mathcal{T}_{t}^{1}\left(\boldsymbol{\varphi}^{k-1}\right)+\mathcal{T}_{t}^{2}\left(\boldsymbol{\varphi}^{k-2}\right)+\sum_{\ell=3}^{k} \mathcal{T}_{t}^{\ell}\left(\boldsymbol{\varphi}^{k-\ell}\right) \\
& +T_{n ; 0}\left(\underline{\boldsymbol{u}}^{k+1}\right)+T_{n ; 1}\left(\underline{\boldsymbol{u}}^{k}\right)+\sum_{\ell=2}^{k+1} T_{n ; \ell}\left(\underline{\boldsymbol{u}}^{k+1-\ell}\right)=0 \\
\mathcal{T}_{s}^{0}\left(\boldsymbol{\varphi}^{k}\right) & +\mathcal{T}_{s}^{1}\left(\boldsymbol{\varphi}^{k-1}\right)+\mathcal{T}_{s}^{2}\left(\boldsymbol{\varphi}^{k-2}\right)+\sum_{\ell=3}^{k} \mathcal{T}_{s}^{\ell}\left(\boldsymbol{\varphi}^{k-\ell}\right) \\
& +T_{s ; 0}\left(\underline{\boldsymbol{u}}^{k+1}\right)+T_{s ; 1}\left(\underline{\boldsymbol{u}}^{k}\right)+\sum_{\ell=2}^{k+1} T_{s ; \ell}\left(\underline{\boldsymbol{u}}^{k+1-\ell}\right)=0 \\
\mathcal{T}_{3}^{0}\left(\boldsymbol{\varphi}^{k}\right) & +\mathcal{T}_{3}^{1}\left(\boldsymbol{\varphi}^{k-1}\right)+\mathcal{T}_{3}^{2}\left(\boldsymbol{\varphi}^{k-2}\right)+\sum_{\ell=3}^{k} \mathcal{T}_{3}^{\ell}\left(\boldsymbol{\varphi}^{k-\ell}\right) \\
& +T_{3 ; 0}\left(\underline{\boldsymbol{u}}^{k}\right)+T_{3 ; 1}\left(\underline{\boldsymbol{u}}^{k-1}\right)+\sum_{\ell=2}^{k} T_{3 ; \ell}\left(\underline{\boldsymbol{u}}^{k-\ell}\right)=0
\end{aligned}\right.
$$

where we set $T_{n ; \ell}=T_{s ; \ell}=T_{3 ; \ell}=0$ for $\ell$ odd. Introducing the expressions of the operators, (see also [2]), we find that:

$$
\left\{\begin{aligned}
\mathcal{T}_{t}^{0}\left(\boldsymbol{\varphi}^{k}\right)= & -\mathcal{T}_{t}^{1}\left(\boldsymbol{\varphi}^{k-1}\right)-\mathcal{T}_{t}^{2}\left(\boldsymbol{\varphi}^{k-2}\right)-\sum_{\ell=3}^{k} \mathcal{T}_{t}^{\ell}\left(\boldsymbol{\varphi}^{k-\ell}\right) \\
& -B_{n}\left(\boldsymbol{\zeta}^{k-1}\right)+3 x_{3} M_{n}\left(\zeta_{3}^{k-1}\right)+E_{n}\left(\boldsymbol{v}^{k-1}, \boldsymbol{u}^{k-3} \ldots \boldsymbol{u}^{0}\right) \\
\mathcal{T}_{s}^{0}\left(\boldsymbol{\varphi}^{k}\right)= & -\mathcal{T}_{s}^{1}\left(\boldsymbol{\varphi}^{k-1}\right)-\mathcal{T}_{s}^{2}\left(\boldsymbol{\varphi}^{k-2}\right)-\sum_{\ell=3}^{k} \mathcal{T}_{s}^{\ell}\left(\boldsymbol{\varphi}^{k-\ell}\right) \\
& -B_{s}\left(\boldsymbol{\zeta}^{k-1}\right)+2 \mu x_{3}\left(\partial_{n}+\kappa\right) \partial_{s} \zeta_{3}^{k-1}+E_{s}\left(\boldsymbol{v}^{k-1}, \boldsymbol{u}^{k-3} \ldots \boldsymbol{u}^{0}\right) \\
\mathcal{T}_{3}^{0}\left(\boldsymbol{\varphi}^{k}\right)= & -\mathcal{T}_{3}^{1}\left(\boldsymbol{\varphi}^{k-1}\right)-\sum_{\ell=2}^{k} \mathcal{T}_{s}^{\ell}\left(\boldsymbol{\varphi}^{k-\ell}\right)-(\tilde{\lambda}+2 \mu) \frac{x_{3}^{2}-1}{2} \partial_{r}\left(\Delta_{*} \zeta_{3}^{k-2}\right) \\
& -\frac{x_{3}+1}{2}\left(p^{\gamma} \delta_{0}^{k-2} n_{\gamma}+\frac{\lambda}{\lambda+2 \mu} \partial_{r}\left(p^{3} \delta_{0}^{k-4}-q^{3} \delta_{0}^{k-4}\right)\right)+\int_{-1}^{x_{3}} n_{\gamma} f^{\gamma} \delta_{0}^{k-2} \\
& +E_{3}\left(\boldsymbol{v}^{k-2}, \boldsymbol{u}^{k-4} \ldots \boldsymbol{u}^{0}\right),
\end{aligned}\right.
$$

where $E_{n}, E_{s}$ and $E_{3}$ are appropriate operators and where $p^{\gamma}$ and $q^{3}$ are given in (3.16).
5.3. Recursive equations. Let $\underline{\boldsymbol{u}}(\varepsilon)$ be a formal series solution of the equations (4.15). This series depends on generators $\boldsymbol{\zeta}^{k}$. Our aim is to find a formal series $\boldsymbol{\varphi}(\varepsilon)$ solution of the system

$$
\left\{\begin{array}{l}
\mathcal{L}(\varepsilon) \boldsymbol{\varphi}(\varepsilon)=0 \quad \text { in } \quad \Sigma^{+} \times \partial \omega  \tag{5.9}\\
\boldsymbol{\mathcal { G }}(\varepsilon) \boldsymbol{\varphi}(\varepsilon)=0 \quad \text { on } \quad \gamma_{ \pm} \times \partial \omega
\end{array}\right.
$$

with the boundary conditions

$$
\left.\underline{\boldsymbol{u}}(\varepsilon)\right|_{\partial \omega}+\left.\left(\varphi_{*}(\varepsilon), \varepsilon \varphi_{3}(\varepsilon)\right)\right|_{t=0}=0
$$

in the clamped case, and

$$
\left.\boldsymbol{T}(\varepsilon) \underline{\boldsymbol{u}}(\varepsilon)\right|_{\partial \omega}+\left.\left(\varepsilon^{-1} \mathcal{T}_{t}(\varepsilon) \boldsymbol{\varphi}(\varepsilon), \varepsilon^{-1} \mathcal{T}_{t}(\varepsilon) \boldsymbol{\varphi}(\varepsilon), \varepsilon^{-2} \mathcal{T}_{t}(\varepsilon) \boldsymbol{\varphi}(\varepsilon)\right)\right|_{t=0}=0
$$

in the free case.
The system (5.9) becomes, for $k \geq 0$,

$$
\left\{\begin{array}{l}
\mathcal{L}^{0} \boldsymbol{\varphi}^{k}=-\sum_{\ell=1}^{k} \mathcal{L}^{\ell} \boldsymbol{\varphi}^{k-\ell}  \tag{5.10}\\
\mathcal{G}^{0} \boldsymbol{\varphi}^{k}=-\sum_{\ell=1}^{k} \mathcal{G}^{\ell} \boldsymbol{\varphi}^{k-\ell}
\end{array}\right.
$$

Using the framework of [8], we recall here properties of the operator $\left(\mathcal{L}^{0}, \mathcal{G}^{0}\right)$ (see also [10, 11]). First of all, we introduce the functional space where the functions $\varphi^{k}$ will be, (see [8]): Let $\mathfrak{H}\left(\Sigma^{+}\right)$be the space of $\mathscr{C}^{\infty}\left(\Sigma^{+}\right)$functions $\varphi$, that are smooth up to any point of the boundary of $\Sigma^{+}$(except corners) and are exponentially decreasing as $t \rightarrow \infty$ in the following sense:

$$
\forall i, j, k \in \mathbb{N}, \quad e^{\delta t} t^{k} \partial_{t}^{i} \partial_{3}^{j} \varphi \in L^{2}\left(\Sigma^{+}\right)
$$

where $\delta>0$ is a fixed number smaller than the smallest exponent arising from the Papkovich-Fadle eigen- functions, see [15]. Denoting by $\rho$ the distance between the two corners of $\Sigma^{+}$, we prescribe the following behaviour at the corners for the elements of $\mathfrak{H}\left(\Sigma^{+}\right)$:

$$
\varphi \in L^{2}\left(\Sigma^{+}\right) \quad \text { and } \quad \forall i, j \in \mathbb{N}, i+j \neq 0, \quad \rho^{i+j-1} \partial_{t}^{i} \partial_{3}^{j} \varphi \in L^{2}\left(\Sigma^{+}\right)
$$

Then we define the corresponding displacement space $\mathfrak{H}\left(\Sigma^{+}\right):=\mathfrak{H}\left(\Sigma^{+}\right)^{3}$. Our formal series $\boldsymbol{\varphi}(\varepsilon)$ will have its coefficients in $\mathscr{C}^{\infty}\left(\partial \omega, \mathfrak{H}\left(\Sigma^{+}\right)\right)$.

Let $\mathfrak{K}\left(\Sigma^{+}\right)$be the space of triples $\left(\psi, \psi^{ \pm}\right) \in \mathscr{C}^{\infty}\left(\Sigma^{+}\right) \times \mathscr{C}^{\infty}\left(\gamma_{ \pm}\right)$that satisfy

$$
\forall i, j, k \in \mathbb{N}, \quad e^{\delta t} t^{k} \partial_{t}^{i} \partial_{3}^{j} \psi \in L^{2}\left(\Sigma^{+}\right) \quad \text { and } \quad e^{\delta t} t^{k} \partial_{t}^{i} \psi^{ \pm} \in L^{2}\left(\gamma_{ \pm}\right)
$$

and

$$
\forall i, j \in \mathbb{N}, \quad \rho^{i+j+1} \partial_{t}^{i} \partial_{3}^{j} \psi \in L^{2}\left(\Sigma^{+}\right) \quad \text { and } \quad \rho^{i+j+1 / 2} \partial_{t}^{i} \psi^{ \pm} \in L^{2}\left(\gamma_{ \pm}\right)
$$

Then we define the corresponding displacement space:

$$
\mathfrak{K}\left(\Sigma^{+}\right):=\left\{\boldsymbol{\Psi}=\left(\boldsymbol{\psi}, \boldsymbol{\psi}^{ \pm}\right) \in \mathfrak{K}\left(\Sigma^{+}\right)^{3}\right\} .
$$

According to [11] the operator $\left(\mathcal{L}^{0}, \mathcal{G}^{0}\right)$ has similar properties in both the clamped and free cases. We recall here those that we need; compare [11, section 5].
Proposition 5.1. There exists a four-dimensional space $\mathcal{Z}$ of polynomials, such that if $\Psi$ belongs to $\mathscr{C}^{\infty}\left(\partial \omega, \mathfrak{K}\left(\Sigma^{+}\right)\right)$and $\boldsymbol{v}$ belongs to $\mathscr{C}^{\infty}\left(\bar{\Gamma}_{0}\right)^{3}$, then there exist an unique $\varphi \in \mathscr{C}^{\infty}\left(\partial \omega, \mathfrak{H}\left(\Sigma^{+}\right)\right)$and an unique $\boldsymbol{Z} \in \mathscr{C}^{\infty}(\partial \omega, \mathcal{Z})$ such that

$$
\left\{\begin{aligned}
& \mathcal{L}^{0}(\boldsymbol{\varphi})=\boldsymbol{\Psi} \text { in } \Sigma^{+} \times \partial \omega \\
& \mathcal{G}^{0}(\boldsymbol{\varphi})=0 \quad \text { on } \\
& \gamma_{ \pm} \times \partial \omega \\
&\left.\mathcal{H}_{0}(\boldsymbol{\varphi}-\boldsymbol{Z})\right|_{t=0}+\left.\boldsymbol{v}\right|_{\Gamma_{0}}=0
\end{aligned}\right.
$$

where $\mathcal{H}_{0}=\mathrm{Id}$ in the clamped case, and $\mathcal{H}_{0}=\boldsymbol{T}^{0}$ in the free case.
In the next section, we will show how the condition in the space $\mathcal{Z}$ will give boundary conditions on the generators $\boldsymbol{\zeta}^{k}$ in order to obtain the existence of the terms $\varphi^{k}$.

## 6. Clamped shallow shells

In this case, the space $\mathcal{Z}$ of Proposition 5.1 is spanned by the four elements

$$
\boldsymbol{Z}_{\mathrm{D}}^{1}=\left(\begin{array}{c}
1  \tag{6.1}\\
0 \\
0
\end{array}\right) \quad \boldsymbol{Z}_{\mathrm{D}}^{2}=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right) \quad \boldsymbol{Z}_{\mathrm{D}}^{1}=\left(\begin{array}{c}
0 \\
0 \\
1
\end{array}\right) \quad \boldsymbol{Z}_{\mathrm{D}}^{2}=\left(\begin{array}{c}
-x_{3} \\
0 \\
t
\end{array}\right)
$$

In the case of Dirichlet boundary conditions on $\Gamma_{0}$, we must have for $k \geq 1$,

$$
\begin{align*}
\varphi_{t}^{k} & =-\left(\zeta_{n}^{k}-x_{3} \partial_{n} \zeta_{3}^{k}+v_{n}^{k}\right), \\
\varphi_{s}^{k} & =-\left(\zeta_{s}^{k}-x_{3} \partial_{s} \zeta_{3}^{k}+v_{s}^{k}\right),  \tag{6.2}\\
\varphi_{3}^{k} & =-\left(\zeta_{3}^{k+1}+v_{3}^{k+1}\right) .
\end{align*}
$$

We then have the following proposition:
Proposition 6.1. Let $\boldsymbol{\zeta}^{k}=\left(\zeta_{*}, \zeta_{3}\right)$ be a family of generators satisfying the relations $\boldsymbol{P}\left(\boldsymbol{\zeta}^{k}\right)=\boldsymbol{r}^{k}$ of Theorem 4.5, and let $\underline{\boldsymbol{u}}^{k}$ be the displacement constructed in this theorem. Then there exist $\boldsymbol{h}^{k}=\left(h_{r}^{k}, h_{s}^{k}, h_{3}^{k}, h_{n}^{k}\right) \in \mathscr{C}^{\infty}(\partial \omega)^{4}$ depending only on $\boldsymbol{f}$ and on $\boldsymbol{\zeta}^{\ell}, 0 \leq \ell \leq k-1$, such that if $\boldsymbol{\zeta}^{k}$ satisfy the conditions

$$
\left.\left(\zeta_{r}^{k}, \zeta_{s}^{k}, \zeta_{3}^{k}, \zeta_{3}^{k}\right)\right|_{\partial \omega}=\boldsymbol{h}^{k}
$$

then there exist boundary layer profiles $\varphi^{k}$ satisfying equations (5.4).
Proof. For all $k \geq 0$, we search an element $\boldsymbol{\varphi}^{k} \in \mathscr{C}{ }^{\infty}\left(\partial \omega, \mathfrak{K}\left(\Sigma^{+}\right)\right)$such that

$$
\left\{\begin{array}{rlrl}
\mathcal{L}^{0}\left(\boldsymbol{\varphi}^{k}\right) & =-\sum_{\ell=1}^{k} \mathcal{L}^{\ell}\left(\boldsymbol{\varphi}^{k-\ell}\right) & \text { in } \Sigma^{+} \times \partial \omega, \\
\mathcal{G}^{0}\left(\boldsymbol{\varphi}^{k}\right) & =-\sum_{\ell=1}^{k} \mathcal{G}^{\ell}\left(\boldsymbol{\varphi}^{k-\ell}\right) & \text { on } \gamma_{ \pm} \times \partial \omega \\
\left.\varphi_{t}^{k}\right|_{t=0}+\left.\left(\zeta_{n}^{k}-x_{3} \partial_{n} \zeta_{3}^{k}+v_{n}^{k}\right)\right|_{\partial \omega} & =0, & & \\
\left.\varphi_{s}^{k}\right|_{t=0}+\left.\left(\zeta_{s}^{k}-x_{3} \partial_{S} \zeta_{3}^{k}+v_{s}^{k}\right)\right|_{\partial \omega} & =0, & & \\
\left.\varphi_{3}^{k}\right|_{t=0}+\left.\left(\zeta_{3}^{k+1}+v_{3}^{k+1}\right)\right|_{\partial \omega} & =0
\end{array}\right.
$$

Hence, using Proposition 5.1 and the expression of the basis (6.1), we see that we have the existence of $\boldsymbol{\varphi}^{k}$ if and only if there exist functions $h_{r}^{k}, h_{s}^{k}, h_{3}^{k}$ and $h_{n}^{k+1}$ on $\partial \omega$ such that

$$
\left.\zeta_{r}^{k}\right|_{\partial \omega}=h_{r}^{k},\left.\quad \zeta_{s}^{k}\right|_{\partial \omega}=h_{s}^{k},\left.\quad \zeta_{3}^{k}\right|_{\partial \omega}=h_{3}^{k}, \quad \text { and }\left.\quad \zeta_{n}^{k+1}\right|_{\partial \omega}=h_{n}^{k+1}
$$

The fact that the field $\boldsymbol{v}^{\ell}$ depends only on the $\boldsymbol{\zeta}^{i}$ for $i<\ell-1$ ends the proof.
For the first terms of the asymptotic, we show, as in [11], that

$$
\begin{equation*}
\zeta_{n}^{0}=\zeta_{s}^{0}=\zeta_{3}^{0}=\partial_{n} \zeta_{3}^{0}=0 \quad \text { on } \quad \partial \omega \tag{6.3}
\end{equation*}
$$

We study now the fields $\boldsymbol{\zeta}^{1}$ and $\boldsymbol{\varphi}^{1}$. We easily get that

$$
\begin{equation*}
\zeta_{3}^{1}=0 \quad \text { on } \quad \partial \omega \tag{6.4}
\end{equation*}
$$

Note that, since the operator $\left(\mathcal{L}^{0}, \mathcal{G}^{0}\right)$ is the same for all functions $\theta$, it is the same as for plates, and we have a splitting between the operator $\left(\mathcal{L}_{t}^{0}, \mathcal{L}_{3}^{0} ; \mathcal{G}_{t}^{0}, \mathcal{G}_{3}^{0}\right)$ acting on $\left(\varphi_{t}, \varphi_{3}\right)$ and the operator $\left(\mathcal{L}_{s}^{0} ; \mathcal{G}_{s}^{0}\right)$ acting on $\varphi_{s}$. Hence, as for plates (see Proposition 4.4 in [11]) we can show that the boundary condition imposed to $\zeta_{s}^{1}$ and the term $\varphi_{s}^{1}$ are:

$$
\begin{equation*}
\left.\zeta_{s}^{1}\right|_{\partial \omega}=0 \quad \text { and } \quad \varphi_{s}^{1}=0 \tag{6.5}
\end{equation*}
$$

We recall the notations used in [11], viz.,

$$
\bar{p}_{1}\left(x_{3}\right)=-\frac{\lambda}{\lambda+2 \mu} x_{3}, \quad \bar{p}_{2}\left(x_{3}\right)=\frac{\lambda}{2(\lambda+2 \mu)}\left(x_{3}^{2}-\frac{1}{3}\right) .
$$

Then relation (4.28) can be written as $v_{3}^{2}=\bar{p}_{2} \Delta \zeta_{3}^{0}+\bar{p}_{1}\left(\operatorname{div}_{*} \zeta_{*}^{0}-\Delta \theta \zeta_{3}^{0}\right)$. Following exactly the same computations as in the case of plates, we show that we have

$$
\left\{\begin{align*}
\left.\zeta_{n}^{1}\right|_{\partial \omega} & =\left.c_{1}^{1} \operatorname{div}_{*} \zeta_{*}^{0}\right|_{\partial \omega}  \tag{6.6}\\
\left.\partial_{n} \zeta_{3}^{1}\right|_{\partial \omega} & =\left.c_{4}^{1} \Delta_{*} \zeta_{3}^{0}\right|_{\partial \omega} \\
\left.\zeta_{3}^{2}\right|_{\partial \omega} & =\left.c_{3}^{1} \Delta_{*} \zeta_{3}^{0}\right|_{\partial \omega}
\end{align*}\right.
$$

where $c_{1}^{1}, c_{4}^{1}, c_{3}^{1}$ are the same constants as in [11]. We can also give an expression of the boundary layer terms $\varphi_{t}^{1}$ and $\varphi_{3}^{1}$, but these are exactly the same as in equations (6.5) and (6.7) in [11].

Finally, using Theorem 4.5 and Proposition 6.1 , we prove Theorem 3.1 by using classical energy estimates (see [9, 8]).

## 7. Free shallow shells

In this case, we can find a basis $\left(\boldsymbol{Z}_{\mathrm{N}}^{1}, \boldsymbol{Z}_{\mathrm{N}}^{2}, \boldsymbol{Z}_{\mathrm{N}}^{3}, \boldsymbol{Z}_{\mathrm{N}}^{4}\right)$ of the space $\mathcal{Z}$ in Proposition 5.1, and moreover, give directly the expression of $\boldsymbol{Z}$ in this basis with respect to the right-hand sides $\boldsymbol{\Psi}$ and $\boldsymbol{v}$ (see $[11,8]$ ). Hence, by doing the same computations as in the citated papers, we establish the following proposition:
Proposition 7.1. Let $\boldsymbol{\zeta}^{k}=\left(\zeta_{*}, \zeta_{3}\right)$ be a family of generators satisfying the relations $\boldsymbol{P}\left(\boldsymbol{\zeta}^{k}\right)=\boldsymbol{r}^{k}$ of Theorem 4.5, and let $\underline{\mathbf{u}}^{k}$ be the displacement constructed in this Theorem. Then there exist $\boldsymbol{g}^{k}=\left(g_{n}^{k}, g_{s}^{k}, g_{3}^{k}, g_{m}^{k}\right) \in\left(\mathscr{C}^{\infty}(\gamma)\right)^{4}$ depending only on $\boldsymbol{f}$ and on $\boldsymbol{\zeta}^{\ell}, 0 \leq \ell \leq k-1$, such that, if $\boldsymbol{\zeta}^{k}$ satisfy conditions

$$
\left.\left(B_{n}\left(\boldsymbol{\zeta}^{k}\right), B_{s}\left(\boldsymbol{\zeta}^{k}\right), N_{n}\left(\zeta_{3}^{k}\right), M_{n}\left(\zeta_{3}^{k}\right)\right)\right|_{\partial \omega}=\boldsymbol{g}^{k} \quad \text { on } \quad \partial \omega
$$

then there exist boundary layer profiles $\varphi^{k}$ satisfying equations (5.8). Moreover, conditions (3.14) are satisfied.

Proof. The proof is the same as for plates (see [11, 8]). In order to prove that the condition (3.14) is satisfied at $k$-th order, we construct three-dimensional displacement satisfying the boundary conditions and the outer and inner equations up to the order $k$, and we use the compatibility conditions (2.11), see [8].

For $k=0$, we find:

$$
\begin{equation*}
B_{n}\left(\boldsymbol{\zeta}^{0}\right)=B_{s}\left(\boldsymbol{\zeta}^{0}\right)=M_{n}\left(\zeta_{3}^{0}\right)=0 \quad \text { and } \quad N_{n}\left(\zeta_{3}^{0}\right)=-\frac{1}{2} n_{\gamma} q^{\gamma} \quad \text { on } \quad \partial \omega . \tag{7.1}
\end{equation*}
$$

Therefore, $\boldsymbol{\zeta}^{0}$ has to solve a two-dimensional problem of the type (3.12) for $\boldsymbol{r}^{0}=$ $\frac{1}{2}\left(p^{\alpha}, \partial_{\alpha} q^{\alpha}+p^{3}\right)$ and $\boldsymbol{g}^{0}=\left(0,0,-\frac{1}{2} n_{\beta} q^{\beta}, 0\right)$. Then the compatibility condition (3.14) has to be satisfied

$$
\begin{equation*}
\forall \boldsymbol{\eta} \in \mathcal{K}(\omega), \quad \int_{\omega} p^{\alpha} \eta_{\alpha}+\int_{\omega}\left(\partial_{\alpha} q^{\alpha}+p^{3}\right) \eta_{3}-\int_{\gamma} n_{\beta} q^{\beta} \eta_{3}=0 . \tag{7.2}
\end{equation*}
$$

Using Green's formula and the definitions of $p^{i}$ and $q^{\alpha}$, this compatibility condition becomes:

$$
\begin{equation*}
\forall \boldsymbol{\eta} \in \mathcal{K}(\omega), \quad \int_{\Omega} f^{i} \eta_{i}-x_{3} f^{\alpha} \partial_{\alpha} \eta_{3}=0 \tag{7.3}
\end{equation*}
$$

It is enough to check that it holds for a basis in $\mathcal{K}(\omega)$, for example for the vectors (3.10). We have the following result:

Lemma 7.2. Let $\boldsymbol{v}_{i}^{R}(\varepsilon), i \in\{1,2, \ldots, 6\}$ be a basis of $\mathcal{R}(\varepsilon, \Omega)$. The following expansion holds

$$
\begin{equation*}
\boldsymbol{v}_{i}^{R}(\varepsilon) \sim \sum_{k \geq 0} \boldsymbol{v}_{i}^{R ; 2 k} \varepsilon^{2 k}, \tag{7.4}
\end{equation*}
$$

with

$$
\begin{gathered}
\boldsymbol{v}_{1}^{R ; 0}=\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right), \quad \boldsymbol{v}_{2}^{R ; 0}=\left(\begin{array}{l}
0 \\
1 \\
0
\end{array}\right), \quad \boldsymbol{v}_{3}^{R ; 0}=\left(\begin{array}{c}
-x_{2} \\
x_{1} \\
0
\end{array}\right), \quad \boldsymbol{v}_{4}^{R ; 0}=\left(\begin{array}{c}
\partial_{1} \theta \\
\partial_{2} \theta \\
1
\end{array}\right), \\
\boldsymbol{v}_{5}^{R ; 0}=\left(\begin{array}{c}
x_{2} \partial_{1} \theta \\
x_{2} \partial_{2} \theta-\theta-x_{3} \\
x_{2}
\end{array}\right), \quad \boldsymbol{v}_{6}^{R ; 0}=\left(\begin{array}{c}
x_{1} \partial_{1} \theta-\theta-x_{3} \\
x_{1} \partial_{2} \theta \\
x_{1}
\end{array}\right) .
\end{gathered}
$$

Proof. The proof uses the rigid displacements lemma in curvilinear coordinates, see [5] and Proposition4.2.

Therefore, the compatibility condition (7.3) for the two-dimensional basis (3.10) follows if we identify the coefficient of $\varepsilon^{0}$ in the three-dimensional compatibility condition (2.11) for the basis given by Lemma 7.2.

Using energy estimate (exactly like for plates), we then obtain the result of Theorem 3.1 .
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