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~ Abstract—Non-interference (NI) is a property of systems stat- combinations ofbasic security predicate8SPs) [3], [4] or
ing that confidential actions should not cause effects obseable as a behavioral equivalence under observation contexté\[5]
by unauthorized users. Several variants of NI have been stued systematic presentation of IFPs can be found, e.g., in $3]-[

for many types of models, but rarely for true concurrency or - .
unbounded models. This work investigates NI for High-level Despite the fact that IFPs are always informally expressed

Message Sequence Charts (HMSC)’ a scenario |anguage forin term of Causality-.e., confidential aCtiVity should not cause
the description of distributed systems, based on composith of observable effects on the public behaviour, they are almost
partial orders. We first propose a general definition of secuity always formalized in terms of interleaving semantics [6]-
properties in terms of equivalence among observations, anshow [9] and hence, do not consider true concurrency or causality

that these properties, and in particular NI are undecidable for L . .
HMSCs. We hence consider weaker local properties, describ This is clearly a lack in the formalization of IFPs for seuvera

situations where a system is attacked by a single agent, andr€asons. First, from an algorithmic point of view, it is utya
show that local NI is decidable. We then refine local NI to a inefficient to compute a set of interleavings to address a

finer notion of causal NI that emphasizes causal dependenciesproblem that can be solved on an equivalent partial order
between confidential actions and observations, and extend to representation. Second, from a practical point of view, an

causal NI with (selective) declassification of confidentiagévents. ttack f ¢ . inf tion if he K
Checking whether a system satisfies local and causal NI andefr altacker or a system may gain more informafion 1t h€ kKnows

declassified variants are PSPACE-complete problems. that some confidential action has occurred recently in its
causal past. Indeed, transactions in a distributed system c
l. INTRODUCTION leave many traces (visited websites, cookies,...) on mashi

Context. Non-interferencéNI) has been introduced to characwhich are nota priori committed to protect confidential
terize the absence of harmful information flow in a system. $tctions of third parties. Recently, however, [10] proposed
ensures that confidential actions of a system can not prodat@aracterization of NI as a syntactic property of its unifodd
any effect visible by a public observer. The original not@fn in the context of true concurrency semantics for Petri rimis,
non-interference in [1] was expressed in terms of languatfee technique addresses only safe nets.

equivalence for deterministic Mealy machines with confi- Very few results address IFPs for unbounded models. BSPs
dential input and public output. Since then, several vasiarand NI are proved undecidable for pushdown systems, but
of information flow properties (IFP) have extended NI taecidability was obtained for small subclasses of confied-
non-deterministic models (transition systems, procegstmbh, languages [11]. Decidability of a bisimulation-based rsfjté-
Petri nets,...) and finer notions of observation (simplegraened version of NI callechon-deducibility on composition
observation, deadlock or branching detection,....) tacdles (NDC) for unbounded Petri nets is proved in [8]. A system
the various observational powers of an attacker. For a giveatisfies NDC if observation of its visible actions remains i
systemS, NI is usually defined asry ([S \ C]) = v ([S]), distinguishable from the observation of the system intérgc
where= is language equivalenc§S] denotes the semanticswith any environment. This result was extended in [9] to INI
of S, my is the projection on a subsé&t of visible actions with selective declassification (INISD).

of the system, and \ C denotes the mode$ from which Contribution. This work considers IFPs for an unbounded
all confidential actions fronC' are prunedIntransitive non- true concurrency model, namely High-level Message Seaqienc
interference(INI) relaxes NI to handle possibldeclassifica- Charts (HMSCs). This model, standardized by the ITU [12], is
tion of confidential actions. It ensures that confidential actionwell accepted to represent executions of distributed syste

of a system cannot produce any effect visible by a publighere security problems are of primary concern. We first
observer unless they are declassified, causing so a harmtifine a class of IFPs on HMSCs, as an inclusion relation
information flow. This issue has been addressed in [2], lmn observations, following [5], [11] and [13]. We prove that
comparing observations of visible actions in runs of a systeobservation inclusion (and hence the simple NI property and
(hence including runs containing non-declassified confiden most of IFPs) is undecidable for HMSCs. We then characterize
actions), and observations of visible actions in runs of tliecidable sub-classes of the problem: inclusion becomes de
same system that only contain confidential actions that asielable when the observation of the specified system is aegul
declassified afterwards. Most IFPs have been expressedaad in particular when visible events are located on a single



process, and even when the considered HMSC is not reguigra subsetl of ¥*. A finite automatonover ¥ is a tuple
We then discuss the meaning of NI in a context where causél= (S, 4, so, F'), whereS is a finite set of statesp € S is
dependencies among occurrences of events are considetteglinitial state ;' C S is a set of accepting states, ahd S x
This leads to a new notion calledausal interferencefor X x S is a transition relation. A wordv = a; ...a, € X%, is
HMSCs. Causal interference detects interference as soam asiccepted byA if there exists a sequence of transitions labeled
attacker can observe occurrences of confidential actiam frby a;’s, starting froms, and ending in an accepting staie,,
visible events, and furthermore, one of the observed evsntslsy, ... s,, Vi € 1..n, (s;-1,a;, $;) € 6 with s,, € F. Itis well

a consequence of the confidential one. We finally relax caugalown that automata accemgular languages

interference in the context of declassification. We intmelu A Labeled Partial Order(LPO) over alphabek is a triple
intransitive causal non-interferendbat considers observable(F, <, «) where(E, <) is a partially ordered set (poset) and
causal dependencies among confidential and visible eventsva: £ — ¥ is a labeling of E by letters ofX. The set of
safe, as soon as a declassification occurs in between. We sladw.POs over alphabek is denoted byLPO(X). Given a
that all local variants of these problems are PSPACE-complerelation R C X x X on some setX, we denote byR* the
Outline. Model definitions are given in Section Il. In Sec4ransitive and reflexive closure dt.

tion 111, we first introduce observations of HMSCs, then we Definition 1 (MSC): A Message Sequence Chaster finite
formally define inclusion problems and non-interferencd arsetsP of processesM of messages and finite alphabét is
show their undecidability for HMSCs. In Section 1V, wea tupleM = (E, (<,)pep, o, t, ¢), Where

characterize information flow in a single finite scenariodan « FE is a finite set ofeventspartitioned asy = Es W Egr W
rephrase it in terms of coloring, and show in Section V that Ej, according to the type of event considered: message
NI in HMSCs can be solved by reusing this coloring, and is  sending, reception, or internal action (also cak#dmic
PSPACE-complete for cases where observation is limited to a action);

single process. We extend this framework to declassificatio « ¢ : E — P is a mapping associating with each event the

and we prove the decidability of a local version of interfere process that executes it. Hence, the d&ts= ¢~ ({p})
with (selective) declassification in Section VI. We compaue for p € P, also form a partition ofZ;
approach with related works, and conclude in Section VII. « For every procesp € P, the relation<,C £, x E, is a

total ordering on events located on process
_ _ . ) e u C Eg x Egr is a relation symbolizing message ex-
This section introduces the models that will be used changes, such thatit, f) € u with ¢ € E, andf € E,,
throughout the paper, namely automata and High-level Mes- thenp # . Furthermore, it induces a bijection frofis
sage Sequence Charts (HMSCs), with their associated lan- onto £y, so with a slight abuse of notatiot, f) € u
guages. Message Sequence Charts (MSCs) are formal repre- js also written asf = u(e). With each pair(e, f) € p is
sentations of distributed executions,, chronograms, that are associated a messageMy
frequently used to depict the behavior of a set of asynctusno , 4 is a mapping fron¥ to & C (Px{!,7} xPx M)U(Px
communicating processes. This simple graphical reprasent  4) associating a label with each event. The labeling is

tion emphasizes on messages and localization of actiolls, wi  consistent withy: if f = u(e), with associated message

by the ITU [12], was proposed to describe the more elaborate ,1,(y,) anda(f) asq?p(m). If e is an internal action
behaviors of distributed systems, for instance those ofreom located on process, thena(e) is of the formp(a). The
nication protocols, by combining MSCs. lllustrations of RIS labeling is extended by morphism ovEr:.

and HMSCs are given in Figures 1 and 2 of Sections IV \ye \rite <,, for the relation<,;— (Upep <p Up)*, and

and V. HMSCs are used to describe typical scenario§ for tFlf'quire that for any MSQVZ, <, is a partial order, that is a
use of distributed systems, and then serve as requiremepigiexive, transitive, and acyclic relation. When cleamrthe
They can also be used as input to generate code skeletonsfftext we will simply write< instead of< ;.

distributed systems. Hence, an information leak that ajspea \\e denote by/\/lsd]ID’M’Aj the set of all MSCs over the
in these early requirement is likely to be a feature of thetsp of processesyl of messages, and alphabgtThe usual
final system. It is then interesting to find these leaks #rminology and definitions of partially ordered sets apiply
early design stages. Another interesting point with HMSG@scs. For an event € E of M, the set ofpredecessorsf
is their expressive power: they define behaviors of systemss 1/ is t(e) = {f € E| f < e} and the set obuccessors
with asynchronous communications, which are not necégsagf . in M/ is l(e) ={f € E|e< f}. Given a subseE’ of
finite state systems. They are uncomparable with Petri nefs, the restriction of M to E’, denoted byM, -, is the LPO

for instance. Answering interference questions for HMSGCs,» <u N(E' x E') O‘|E’) and we denote by\/ \ E’ the
provides security techniques for a whole class of infinitestriction of M/ to E\E.

systems that can not be modeled with other formalisms. Definition 2: A linear extensiorof an MSC withn events
Let ¥ be a finite alphabet. A word ovek is a sequence M = (E, (<p)pep, o, 4, ¢) iSasequence = ejes ... e, of all

w = aaz...a, of letters fromX, and £* denotes the set events of\/ such that for every > k e; £ e. A linearization

of finite words overX:, with ¢ the empty word. Alanguage of M is awordw € ¥* such that there exists a linear extension

Il. PRELIMINARIES



r of M with w = a(r). Thelanguageof M, written L(M),
is the set of all linearizations af/.

immediately mean that all IFPs are undecidable for HMSCs:
indeed, we later define non-trivial and meaningful subésss

The language of a MSC is hence defined over alphalEtHMSCs and observations for which these problems become

S = {plg(m) | p,g € PAm € M} U{p?q(m) | p,q €
P, m € M}U {p(a) | p € P, a € A}. To design more

elaborate behaviors, including choices and iterationsCMS .
are composed. A key ingredient is sequential compositraat, t

assembles MSCs processwise to form larger MSCs.
Definition 3: Let M, = (El, (Sl,p)p&?aalaﬂla(bl) and

decidable.

OBSERVATION AND NON-INTERFERENCE FORHMSCs

The power of an external observer can be described by an
observation function, mapping every behavior of a system to
some observables. In [3], [4], [11], observation functieme

My = (B, (<o) per, 2o, f12, 62) be two MSCs defined over seen as some particular kind of language theoretic opesatio

disjoint sets of events. Theequential compositioaf M; and
M, denoted byM; o Ms is the MSC
My oMy = (EvUEs, (<102,p)pep, 1 Uag, p1 U g, 1 U d2),
where <ioy,= (<1U<2Ué; ({p}) x ¢, ({p})" and
f1U f2 denotes a function defined ovBom(f1) U Dom(f2),
that associateg; (z) with everyxz € Dom/(f1) and fa(x) with
everyx € Dom(f2).

This (associative) operation, also called concatenatan,

(projection, morphism, insertion, deletion of letter},.and
in [13], they are defined as combinations of rational opereti
(transductions, intersections, unions of rational lamngs.

In a distributed context, visible events can originate from
sensors that belong to different processes, and occugerice
such events can easily be recorded. If the system is equipped
with vectorial clocks, one can also record causal depenegnc
among observed events. However, even if those visible svent

be extended to» MSCs and is used to give a semantics tbappen to be observed in some particular linear order, thés d
higher level constructs, namely HMSCs. Roughly speakingpt mean that this order corresponds to the actual execgution
an HMSC is a finite automaton where transitions are labelbgcause the processes are not synchronized. Hence, while
by MSCs. It describes set of MSCsobtained by assembling weaker than a linearization, the natural and realistic amoti
(using sequential composition) MSCs that appear alongspatf observation for distributed computations is a labeledigia

Definition 4 (HMSC): A High-level MSC(HMSC) is a tu-
ple H = (N,—, M,ng, F'), whereN is a set of nodesM is
a finite set of MSCs;»C N x M x N is a transition relation,

order, where events that are not surely causally dependant a
considered concurrent.
Definition 6: An observation function is a mapping from

no € N is the initial node, and is a set of accepting nodes. MsqP,M, A) to LPO(B) for some alphabeB.

As for any kind of automaton, paths and languages can

beAs proposed in [4] with the notion ofiews the alphabet

defined for HMSCs. Apathp of H is a sequence of transitionsi@beling events that occur during an execution of a system ca

tita ...t such that for each € {1,...,k}, t; = (n;, M;,n})
belongs to—, with n} = n,;y; for eachi < k — 1. A pathp
is acceptingif it starts from noden (i.e., t; = (ng, M1,n1)),
and it terminates in a node d (i.e., tx = (ng, My, n},) for
somen), € F).

Definition 5: Let p = t1t5 .. .1, be a path of a HMSQH.
The MSC associated with is M, = hqi(M;) o ho(Mz)--- o

be partitioned a22 = V w C' & N with visible, confidential
and internal (neutral) labels. Actions with labels ¥ can
be observed while actions labeled @ are confidential and
should be hidden. Internal actions have labels Nnh and
are not observabla priori, but need not be kept secret.
Subsequently, depending on their labels, events are allgnl ca
visible, confidential, or internal events.

his(My) where eachh; is an isomorphism that guarantees Various observation functions can be defined from such

Vj # 4, hi(E;) N hi(Ej) = 0.

a partition. The most natural ones are restrictions to kasib

More intuitively, the MSC associated with a path is obtaine@vents, and pruning of confidential actions, which are steihd
by concatenating MSCs encountered along this path afff#erations in language based non-interference literature
renaming the events to obtain disjoint sets of events. f§ed to be precisely defined in a partial order setting. Let
simplify notation, we often drop the isomorphisms used &/ = (E,(<p)pep, @, 1, ¢) be an MSC with labeling alphabet

rename events, writing simply/, = M, o Mo --- o Mj,.

Y. We consider the following observation functions:

With this automaton structure and the sequential composi-e identity: the identityid(M) = M outputs the same LPO

tion of MSCs, an HMSCH defines a set oaccepting paths
denoted byPy, a set of MSCs
and a linearization languag®&(H) = ¢ ,, £(M). Finally

note that a single MS@/ can be seen as a particular HMSC

Hj; with a single transitior(ng, M, n1) between two nodes,
hence a single path from initial nodg to final noden; and
languagel(Has) = L(M).

as the executed MSC,;

« Restriction: OV (M) is the LPO obtained by restriction
of M to E N a 1(V). Intuitively, OV (M) represents
the visible events and their causal dependencies that one
may observe during the complete execution\éf Note
that restriction toa—!(V) suffices, as< is a transitive
relation.

« Pruning: O\ (M) = OV(M\ | (a='(C))) is a func-

It is well known that the linearization language of a HMSC
is not necessarily regular, but rather a closure of a regular
language under partial commutation, which yields many un-
decidability results (see for instance [14], [15]). Thisdmot

tion that prunes out the future of confidential events from
M. Intuitively, (’){/C(M) represents the visible events and
their causal dependencies, observed when no confidential
event is executed withid/;



« Localization: O?(M) = OV(M|EP), for a given process  Definition 9: An HMSC H satisfies thenclusionproblem
p € P, is the observation of visible events af res- for O;, O (written Co1 0, (H)) if L(O1(H)) C L(O2(H)).
tricted to those events located on procesdNote that It is non-interferentf E(O{/’C"(H)) = L(OV°(H)).

OP(M) is a total order. In a distributed settinG? (M) is e say that an observation functiéhfor a set of HMSCs

partiCl_JIarIy interesting, as it represents the point ofwie, jg regularif £(O(H)) is regular for everyH € H and that

of a single procesp P, considered as the attacker o s effectively regulaif for every H € 74, one can compute a

the system. We hence assume no restriction on the sefiffte automaton recognizing(O(H)). Observation function

events that can be executed and observeg,gnd et or js an example of effectively regular observation function.

V =3, = a(E)p) when usingO?. Defining (effective) regularity for sets of HMSCs leads to

As noticed by [11] in a language setting, information flowtharacterize observation functions that have good prissert

properties of a systerfi are usually defined as compositions ofor infinite classes of HMSCs. For instance, for the class of
atomic propositions of the formp, (S) C op2(S5). Changing |ocally-synchronized HMSCs defined in [14], that have regul
the observation functions (or the partition &) leads to a |inearization language€)"° is effectively regular.

variety of atomic _prope_rti(_as. Information flow properties o \vsc languages are not always regular and the observation
MSCS_ can be defined similarly. . _ of an HMSC needs not be regular either. It was proved
Definition 7: Let O, O; be two observation functions over, 1] that HMSC projections are close to Compositional
MsdP, M, A). An MSC M satisfiesheinclusion propertyior  \1essage Sequence Charts. Even when a projection of an
O1, O, written Lo, 0, (M), if E(Ol(M)) < L(OQ(M))' HMSC is an HMSC languagé.€., a language recognizable by
. For a single MSC M, th_e classical notion of non- an HMSC), equivalence, inclusion or emptiness of intefsact
'”tg”:i“?'f‘ce El;)ypl‘angul\:;llgecequwale_nce trans_latesf as f&”%\’v are undecidable. In fact, due to the close relationship &etw
efinition 8: An M s non-interferent It \ses and Mazurkiewicz traces, most properties requiring
L(OY (M) = K(Oifc(M))' Otherwise)M is saidinterferent to compare languages or partial order families are undblada
In order to extend an observatiafl to an HMSC H, a for HMSCs ([14], [15], [17]). So, given two HMSCH; and
first way consists in applying to all MSC in 7, defining g, one can not decide £(H,) C £(H>), nor if Fuz, € Fu,.

O(H) ={O(M) | M € Fy}. In particular: We hence have the following result:
OV°(H) ={OV(M)| M € Fy}, Proposition 10:Let H be an HMSC. The inclusion prob-
O{’vco(H) = {(9{’0(]\/[) | M € Fg}, and lem Co, 0, (H) is undecidable in general, evendf; or O,
OP°(H) = {OP(M) | M € Fy} is an effective regular observation function. Itdecidableif

07 and O, are both effective regular functions.

; ; V,o mV;o 0
Observation function®)™°, O\, and O”°, however, do Proof Sketch. The proof is a reduction from the inclusion

not take in account the structure of the HMSC generati oblem £(H,) C £(H,) for two HMSCs H; and H,. We
Fu, and furthermore, they are not necessarily composition%iiId an HM18C}I thazt behaves likel: or .1H if a zc'onfi—
In general, an observation functiof? is not a morphism dential action can’occur and liké, ! 2

. . otherwise, and choose
with respect to the concatenation, that @(M; o Ms) #

b tion functi = id = OV,. Then inclusi
O(M;)oO(Ms). This drawback was already observed in [16 serva(;;r; hlér;c;:sl?frflizzH )ZC’ CZ?H )OTﬁe coiztrlg(c:tili)sr:ogf
for projections of MSCs: in generalQV (M; o My) # =010 V= e

OV (M;) o OV (My). Hence, checking inclusion for HMSCsthIS HMSC H is detailed in Appendix. The decidability part

is an immediate consequence of decidability of inclusion fo

may require to consider properties of complete sequences ot - languages. -

MSCs as a whole, raising algorithmic difficulties, or even ) ] ) )
undecidability. Other, more interesting ways to extendeobs NOt€ that the exact complexity of inclusion problems in
vations to HMSCs, are to assemble observations of MS&E decidable cases depends on the size of the automata
piecewise, following the automaton structure of HMSCs, Jecognizing£(O: (H)) and L(Oz(H)), and hence does not
to forbid MSCs containing confidential events: immediately fall into a determined complexity class hotglin
OV:*(H) = {OV (M)o- 0OV (My) | Mio---oMj, € Fi} for any pair of effectively regular observation functiofisom
" Proposition 10, we obtain the following undecidability uks

OVF(H) ={0Y(Myo---0My)| Mio---oMy€ Fy Corollary 11: Non-interference for HMSCs is undecidable.

AVi,a(E;)NC =0}, In the rest of the paper, we propose to weaken the require-
OP*(H) = {OP(My)o---0OP(My) | Myo---o My € Fy} ments of NI, by choosing appropriate observation functions

where concatenation of LPOs is performed processwise Iigél\‘/ilghcwnlrﬁ.e shovyn_eﬁgctively regular dfor anyhsé'fc of h
for MSCs. The observatio(j)v’c'(H) is of particular interest, o o ISI rgstncfhon 'E nece_ssarfy, ue to t ede?i?ltiet at
as it describes observations of MSCsAg that do not contain € ective regularity of an observation function is un

confidential events. Moreover, sin€® (M) is a total order, (see proof of Theorem 12 in Appendix).
Or satisfies the morphism property, which impli@&° (H) = Theorem 12:Let O be an observation function on alphabet

Or*(H). The definitions of inclusion and non-interferencé = C' WV W N and letH be a set of HMSCs. One cannot
can now be extended to HMSCs: decide in general iD is effectively regular forH.



IV. MSCs COLORING sequences of confidential events. Clearly, an MSC is non-

Interference is frequently described as causal depemn@;}terferem if and only if it doe§ not contain vi.sible black
between confidential actions and observable ones. The pr84ents. Figure 1 shows a coloring of an MSC in black and
lem, however, is often defined in terms of languages, withhite. The alphabet of confidential actions(is= {¢(c)} and
interleaved representation, even for true concurrencyetsod contains the label of the atomic actioexecuted by process
In this section, we first show that interference in a singhé’e attach a black token to every black event and a white token

MSC can be defined in terms of causal dependencies fréprPther events. Similarly, we indicate with a black/whiken
confidential events (irC) to visible ones (inV). We then DPelow process lines whether a process has met a black token

show that checking existence of such dependencies candyéing its execution. In this example, procgsan detect
performed via a coloring of events. occurrences of (it is black afteri,,,), but process cannot.

For a single MSC, comparing observatio®¥ and OV, Deciding if an MSC is interferent, or equivalently if it
defined in Section Il suffices to highlight dependencies b&ontains a visible black event then consists in finding a path
tween confidential and visible actions. Hence, interfegeinc from a confidential event to a visible one in an acyclic graph
a singleMSC can be defined through causality: where events are seen as vertices and pairs of evenfs

Proposition 13:Let M be an MSC with labeling alphabetin (Upe» <p) U @s edges. Since an event has at most
Y = CwV WN and set of event&. Then, M is interferent tWo immediate successors, the graph to consider has at most
if and only if there are two events f such thata(e) € ¢, 7 = |Ewm| vertices and2n edges. Hence, coloring of MSCs
a(f) eV, ande < f. and interference detection can be performed in linear time a

The proof of this proposition is given in Appendix. The2 graph exploration starting from confidential events.
result shows that even if interference in a MSZ was We now show that deciding the black/white status of a
defined in terms of languages equivalence (Def. 8), it c&@focess along a sequence of MSCs of arbitrary size can be
also be equivalently characterized as a property of itsataugerformed with bounded memory.
dependencies,e., without computing the whole interleaved Proposition 15:Let M, M> be two MSCs with labels in
representation of\/. This relation between causal dependen= = C' &V @& N. Then, procesp € P is black after); o M,
cies and interference calls for a graphical interpretatibn iff it is black after AZ;, or it is black after)Ms, or there exists
interference in MSCs, represented as a propagation of & bl&pProcess; black after)/; and a pair of events < f in M,
token inherited from confidential actions along causal depesuch thate is located ory and f is located orp.
dencies. Intuitively, any confidential action and successd  This important property means that it is sufficient to remem-
actions marked with a black token are also marked with Rer the black/white status of each process after concadenat
black token and every process containing a black actiorsis al\/1 0 - -o M}, along a path of an HMSC to compute the status
marked as black. Though the black/white coloring of MSCef process after concatenatiodt/; o - -- o My o Mp1.
is not essential to prove interference, it will be used later

: . . V. LOCAL AND CAUSAL NON INTERFERENCE
detect information flows in HMSCs.

Despite general undecidability of the inclusion problerd an
q r p S non-interference (Proposition 10), the problem becomeglde

w1 T able with regular observation functions. As effective agity
o / o of an observation function is undecidable (Thm. 12), we must
O&» rely on subclasses of observations for which this propesty i
O &‘ © my guaranteed. We show in this section that observation fonsti
®sC © O\O describing the discriminating power of single processare
Osa effectively regular. In this restricted setting, it is thpossible
®) me .
° ms | to decide whether a procepsc P can detect occurrences of
e —r confidential actions. As HMSCs explicitly specify distritmn
° me of actions on processes, exhibiting the behavior of a fixed
e process within an HMSC specification is an easy task. In this
section, we show that thiscal setting allows for the definition
P P P ) of two decidable notions of non-interference.
Fig. 1. An MSCM,,, tagged with black and white tokens A. Local interference

Definition 14 (MSC and process coloringlet M be an Considering the attacker of a system as a single process
MSC. An evente is black if «(t ¢) N C # @, andwhite p € P, with action labels in some alphabg}, = «(E,), we
otherwise. A procesg € P is black afterM (resp. white after should assume that procegsdoes not execute confidential
M) if there exists a black event located pr(resp. no black actions, that is” N X, = . In a similar way, the observation
event onp). power of a single process should be restricted to its ownteyen

Intuitively, a black process can detect occurrences of comence we can safely sét = X,. The definition of non-
fidential events, as it executes events that are causal ciomerference (Def. 8) proposed in section Ill can accomn®da



this particular partition of the alphabet. From now on, wB. Causal interference

consider t.his restricted form of non-interference, and ital  \ye first give a concrete example showing that interference
local non-interference is much more dangerous when the confidential event that
For a single MSC, it is then defined as satisfaction af detected lays within the causal past of some observation.
two inclusion problems, witr(’)VC and OP as observation Nowadays, a lot of attention is devoted to privacy. However,
functions. This property can be verified by checking whethdéris well known that users spread a lot of information to t&di
I (a=Y(C))NE, = 0 thatis checking if no causal consequencsites when browsing the web. This information is not always
of a confidential action is located on process$n other words, local information (cookies, cache, etc.) that can be erdsed
one need to check thatis not marked with a black token. Asusers if needed. It can also be information stored elsewhere
explained in section 1V, this can be performed in linear timen the web: logs, forms, etc.. When observation of a causal

We can now look at local interference for HMSCs. consequence of a confidential action (Mr has bought a
Definition 16: Let H be an HMSC over a set of processeB00k on commercial sit&”) by an attacker indicates that a
P, with labeling alphabet = V & C' w N, such thats = confidential operation has occurred, this may also mean that

WyepY, With V = X,. Then HMSCH s said locally non- classified information might be available at some vulnerabl
interferent(w.r.t. proces) if £(OY:2(H)) = £(OV°(H)). Site (the credit card details of are stored somewhere afis
\O a\ﬁebsite). Hence, characterizing interference where cenfidl

Intuitively, local interference holds when an observer can .. . o
ctions and observations are causally related, is importan

not distinguish inFy behaviors that are concatenations of
MSCs containing no confidential event, and other behaviors.

Proposition 17: O is effectively regular, and iV = %, Ms: 4 r p
Ve . ]\/[3 — — —

then (’)\’C andOV-° are effectively regular.
Proof Sketch. For anyH, we can build an automatan, (H) o
that recognizes the projection of all MSCs Ay on p. 0 *.,
As concatenation of MSCs imposes a total order on events — |
of the same process, these projection are concatenations of ﬂ'_ —— ——
finite sequences of events (local projections of MSCs along
transitions ofH). Hence A,(H) has transitions using labels
of event located on procegs and just needs to remember M, : D Mi: r »
the transition ofH that is recognized (the current MSC under — — l ) l ) l )
execution), and an integer symbolizing the last event of the B co
current MSC executed by. Similarly, we can design an ™
HMSC H\ ~ where transitions are labeled by MSC that do not — — — — —

contain confidential events, and hence an automatpi¥/)
that accepts only projections gnof sequences of MSCs with
only white events. Hencel;,(H) recognizesO\*(H). Last, ~ Onthe HMSC depicted in Figure 2, the projection of MSCs
if V=3, thenOV°(H) = OP(H). ] recognized byH onpis the Ia.nguageﬁ?n)*..(?er?n)_, apd
every MSC with projection op in (7n)*.?m is the projection

Corollary 18: The problem of deciding local interference :
. . ; f I , followed b
of an HMSC H with respect fo a given process e P is of a concatenation of several occurrences/f, followed by

one occurrence ofi/;, which contains a confidential event.

PSPACE-complete. According to definition 16, this HMSC is locally interferent
Proof Sketch.Using the results of proposition 17, the problenyowever, when observing arrival of message processp
consists in comparing the languages of two automata (Whengg, deduce that it is currently executing a behairiarhich a
the complexity in PSPACE). For the hardness part, we c@Bnfidential action occursut not that this actiohas already
also show that any regular language inclusion problem can §€urred This means in particular that NI does not always
encoded as a local interference problem. 0 characterize a cause to effect relation among hidden action

Local interference is decidable, and describes a situatiand observation. To overcome this weakness of language-
where a process can discover that the running executionbafsed information flow characterizations, the notion of NDC
the system contain®r will contain a confidential action. (Non-Deducibility on Composition) has been proposed to
However, local interference does not distinguish betweendatect when confidential actiosauseobservable effects. For-
situation where an observation is a causal consequencentdily, NDC says that a syste$i composed with any process
some confidential action and a situation where observatidn ak (that enables/forbids confidential events) is observatlgn
confidential action highlighted by the interference areatwn equivalent toS.
rent. Language-based comparison of observations (andralso In the rest of this section, we propose a decidable notion
general most of language-based non-interference settimyys of causal interferencestill with respect to a fixed attacker
characterize the possibility for an attacker to reveal omnce p € P). It emphasizes on causal dependencies between
of confidential actions during a run of a system. confidential and visible actions of the system. Bearing indni

Fig. 2. An interferent HMSC



that a black event located on procgss a consequence of aand £(A)"?) = L(OP(HV'?)) = L(O™?(H)), so O and
confidential event, we show that causal dependencies can(W&? are effectively regular.

highlighted in terms of an observation function built usthg Deciding causal interference df with respect top € P
black/white tokens attached to events and processes vethinconsists in deciding the inclusion problénys.» ow.» for H,
MSC. We want to check if a procegscan detect whether that is checking whethet(A*) C L(A}"?). Clearly, if H is
some confidential action has occurred in the causal pass ofdf sizen, thenH?-» and H"? are of size in0(n.2/"!), and so
observed events. In other words, this means that the piajectare AZ-» and.A)""?. Then, checking inclusion of(A”?) into
on p of an execution ofH contains a black event, and tham(Afyp) is equivalent to checkin@(Af=P) N L(ABP) = .

equivalent projections also contain black events. _ Emptiness of regular language is an NLOGSPACE problem,
Definition 19: For an HMSCH and a procesp € PP, H is  put the size of the automaton that recognizes the intesecti

causally non-interferenfwith respect top) if for every MSC  is in O(n.2/Pl.22"), that is inclusion can be performed

M in Fp such that) contains a black event on process with space inO(log(n) + |P| + n.2/Fl). For a fixed set of

there e/xists apother MS@/’ in Fg such that processes, the space needed to check causal interferaences i
« M’ contains no black /event on procgssand hence polynomial in the size of the input HMSC.
o L(OP(M)) = L(OP(M")) As for local non-interference, the hardness result can be

Causal non-interference is weaker that NDC: it comparggoved by polynomial encoding of a regular language inciusi
the observations of an HMSC with the observations that akgoplem. Consider two regular languages L». Then one can
still_ possible whitout confidential events. NDC compares design two HMSCH , H, with initial nodesn}, nZ such that
behavior of a specification with a specification controllgdab L(0,(H;)) = L;, for i € {1,2}. Then using the MSQ/, of
processR, in which some confidential events can be allowegtigyre 4 (in Appendix), one can design a new HM&that

Theorem 20:For a fixed set of process&s deciding causal contains all transitions and accepting nodestaf H,, with
non-interference of an HMSG! with respect to a processinitial noden?2 and an additional transition = (no, M/, nd).

p € P is PSPACE-complete. The MSCM! contains one confidential event on some process
We prove this theorem in several steps. We use the resplt followed by messages fromf, to all processes itP. This
of Proposition 15,i.e., the fact that black/white coloring of \ay, any path offf that starts with transition, generates an

processes at the end of a sequence of concatenated MF{ST in whichp is black, and whose projection is iny . Other
can be done by remembering the status of processes afigihs that do not start with generate MSCs fronF,, and
each MSC. This property holds for MSCs built along path particular MSCs in whichp is white and whose projection
of HMSCs, and is used (in Proposition 21) to build HMSCgp ), is in L,. Clearly, H is causally interferent with respect
that recognize MSCs that belong.Q; and after which a fixed to  if and only if L; C L. O]

process is black (or similarly remains white). These HMSCs Causal interference can be checkeditiog(|H|) + |P| +
contain nodes off, but remember for each nodewhether |f7| 2IPl). It is polynomial in space in the size of the HMSC,
processes are black or white after an MSC built along a pajid exponential in the number of processes, but HMSC
ending inn. Then causal interference will be reduced to agpecifications are usually defined for small sets of prosesse
inclusion problem of effectively regular observation ftions.  Also remark that reusing the construction HfY-?, we can
Proposition 21:Let H be an HMSC,p € P, and¥ = easily design an automaton recognizi@g/’co(H) as soon as

C YV W N. Then, one can build: Vo . . .
; . V =3%,. Hence,O. ) (H) is effectively regular ift =X,,.
o an HMSC HZ? that recognizes MSCs fronfFy after P \e (H) yreg N

which p is a black process. V1. DECLASSIFICATION
« an HMSC HW'? that recognizes MSCs fronfFy after Non-interference considers confidential information as se
which p is a white process. crets that should remain undisclosed along all runs of a
of sizes inO(|H|.2I"!). system. This point of view is too strict to be of practical

Proof Sketch. The nodes of the HMSCs built in the proofinterest: In many cases, confidentiality of a secret actias h
memorize a node of the original HMSC, plus information oa limited duration and secrets can be downgraded. Consider
the color of each process (according to Proposition 15, thtse following example: a user wants to buy an item online,
is the only information needed to remember the color of and pays by sending his credit card information. Everything
process along a path df). Accepting nodes requirg to be from this transaction between the online shop and the buyer
black in H2?, and white inl"V:», O (even if encryption is used) should remain secret. Withis th
We are now ready to prove theorem 20: setting, all payment steps should be considered confidentia
Proof of theorem 20.Following the construction off - or and flow from these actions to observable events should be
HWr we can defineAf’P and AZVvP as the automata thatprevented. However, if a buyer uses a one time credit card
recognize the projections ol 2» or H"'?, Let us denote (i.e. a virtual credit card number generated on request that
by OBr(H) = {O,(M) | M € Fu A pis black afterM} can be used only once for a transaction), then all informatio
the observation function that returns the projection and lon the card is valueless as soon as the payment is completed.
OWP(H) = {O,(M) | M € Fu A pis white afterM}. Hence, after completing the transaction, learning thatya pa
Clearly, we haveC(AJ?) = L(OP(HPP)) = L(OPP?(H)) ment occurred is harmless and the sequence of interactions



implementing a secured online payment need not be kefdtailed below. We first show that INI can be decided for a

secret. This declassification possibility was first progloas sequence of MSCs without remembering the whole sequence.

conditional interferenceby [1] and later defined in [2] as We then show that HMSCs can be designed to recognize

intransitive interference. Intransitive non interfererftNl) can respectively 1l MSCs ofFg, and INI MSCs of 7. An

be formulated as follows: any run of the system that containsmmediate consequence is tf@‘K“,D(H) is effectively regular

confidential action that is not declassified has an equivalen if V' C X,. A second consequence is that checking INI is

from the observer’s point of view. Usually, INI is definedngi PSPACE-complete. Let us first show that INI can be decided

a pruning function that removes from a run all confidentiah a compositional way.

actions that are not declassified, and compares obsersationProposition 26: Let M, M2 be two MSCs. Then){; o M,

of pruned and normal runs (see [7] for a definition of INI fois INI if and only if M; and M, are INI, and for each pair of

transition systems). eventsc € Mi, v € M, such thata(c) € C, a(v) € V, and
From now on, we assume that the alphabet CwVwN ¢ <io2 v, there exists a process with

contains a particular subs@ C V & N of declassification ¢ ¢ < f, wheref is the maximal event on procegsn M,

events. Intuitively, declassification events downgradehalir ~ * f' < v, wheref” is the minimal event or in M,

confidential causal predecessors. and an event/ such thata(d) € D, andc < d < f or

Definition 22: Let M be an MSC. An event € E,; is f'= d svo o
classifiedif it is a confidential eventd(e) € C), it has This proposition can be intuitively seen as a property of

an observable successor € V and it is not declassified @U@l chains. A causal chain fromto v is a sequence of
before v, i.e. there exists nal such thate < d < v and ©€VENISc < e < ...e, < v. We say that a chain from to

o) < . e dente yClas 1) e st of esied & Sestied 1) € 0 somes S L hn
events of M. The observation functloﬁ){’C,D is defined by y paric, v o
such thatc < v there exists at least one declassified causal

% _ OV is i i-
Q\ClyD(M)__ Of (M I\l\“Cl_(;fS(iwg;,An ]'\\/l/lscj\/[ﬁ'zgtmj\/[r]s' chain frome to v. If so, the confidential event must be
tively non-interferen(INI) i ( \C,D( )) = L(OV(M)). declassified by the occurrence of some declassifying action

We can characterize INI in a single MSW as a property paofore the execution ofy 0ccurs.

depending on the causal order il and on the sets of A caysal chain from: to v in M; o M, can be decomposed
confidential, declassification, and observable events. into a chain frome to the maximal evenf on a processg in
~ Proposition 23:An- MSC M is intransitively non- ,r, a causal ordering fronf to a minimal eventf’ located
interferent w.r.t. an alphabef = C'wV @ N and a set on process; in M, coming from the sequential composition
of declassification lettersD iff for every pair of events M, and M,, and then a causal chain from the minimal
¢ < v such thfitloé(c) € C and a(v) € V, we have eyent f on ¢ to v. However, one does not need to know
(4 (@N T () na (D) # 0. o precisely the contents af/; to decide whethed; o M, is
This proposition means that a declassification must ocqyy. |t suffices to remember for each procesthe confidential

between every confidential event and a causally relatell&isi events ofA/; that are not yet declassified and are predecessors
event. We now define observation functions for HMSCs angf the maximal event executed by procesi M.

propose a definition of intransitive non interference for HM M, r p s My r p s

)T ] [ 1 C ] ]I ] T il ]

SCs. We defined\ ,(H) = {OV(M) | M is notINI} and o =
Of.p(H) ={OY(M) | M is INI}. We follow the definition ~ v

of [7] to define INI for HMSCs. An HMSC is INI if for every Cob N . ~ 4
intransitively interferent (Il for short) MSQ in Fp, there ~ L —

exists another MSQ//’ in Fy such thatM/’ that is INI and d T
such thatZ(OY (M) = L(OV (M)). ) U3s

Definition 24: An HMSC is intransitively non-interferent Fig. 3. An example of non INI sequence of MSCs

w.rt. a declassification alphabeb if L(Og p(H)) = On the example depicted in Figure 3, M@, (left) con-
L(OY (H)). tains three confidential actions, cs, c3, and a declassification
Obviously, O\, p(H) S OY(H), so proving INI boils gperationd. On the right, MSCM, contains three visible
down to proving L(OY (H)) C L(Of, p(H)). Note that actionsv;, s, v3, and a declassification operatidnAll other
all Il MSCs are also interferent, and that checking norevents belong tox—'(N). Both MSCs are INI, since no
interference amounts to checking INI with = . This remark observation depends on a confidential actiodiq or in M.
extends to HMSCs: all intransitively interferent HMSCs argjowever, in the concatenatiaW; o M-, execution ofv; or vs
also causally interferent, and checking causal interfe¥erveveals the occurrence of. Also note that; is declassified
amount to checking INI withD = (. We then establish the py the first occurrence af in M; . This example is particularly
following result: interesting, as it shows that in order to abstract an ariitra
Theorem 25:INI for HMSCs is undecidable. For a fixedlong execution, it is not sufficient to remember a booleaneal
set of processes, i C ¥, then INI is PSPACE-complete. indicating whether there exists a not yet declassified actio
We prove the decidability part of this theorem in three stes a process, as two confidential events can be declassified



via different ways. Indeed, some confidential actions ciald HMSC H'" generating all Il MSCs iy and an HMSCH™'
declassified for a process while some others could not, ewggmerating all INI MSCs iF g, with sizes at moﬁ.|H|.23‘P‘
when located on the same process. Proof Sketch. We build HMSC H" as follows: a state
We can characterize Il MSCs in a sBf; by remembering (5, 5, X) of H" memorizes a node: of H, a booleanb
finite sets of shapes of causal chains. In order to define th@sgicating whether an interference has been detected, and a
shapes, letM be a MSC, letc be a confidential event in get X — {cly,...cly), where each; is a function fromP to
M. We define a functiorl(c, M) : P — {L,+, T} such (| 4+ T} that memorizes the shape of causal chains from a
that cl(c, M)(p) = L if there exists no causal chain from confidential event to maximal events on processgsfollows
to an event located op, cl(c, M)(p) = + if there exists a transitions ofH, and updates!;'s. For each new confidential
causal chain frome to a maximal evenff located onp, and eventc occurring in a transition labeled by an MS@Z, a new
(Lent f)na (D) =0, andel(c, M)(p) = T otherwise. functionci(c, M) is appended to the current state. As soon as
This function classifies processes according to the existeryn interference is detecteldis set to true. Accepting states of
and classification degree (declassified or not) of causahshap!! are states where is accepting inf, andb is true. ™'

between the confidential eventand the last event seen orcan be designed with a similar construction where accepting

each process. For a sktof processes, any such malfc, M) states are states with accepting and false. O
can have at mos3* distinct values. LeCl = {L,+, T}*  \we are now ready to prove Theorem 25:
denote the set of all maps. Proof (of Theorem 25). Undecidability is easily obtained

By proposition 26,M, o M is not INI if M, or My is not  fom undecidability of causal interference, and by setting

INI, (t)rzeifretheeiiitgxzi;lsmrcogeMlsggﬁ?hgté\l/% Sj\‘j[C;](t?af+ and P = (. Let us now consider the decidability part, with
* P 38 A G VvV C %,. Following the proof of proposition 27, one can

an eventf located orp in Ms, such that no causal chain, . . p
/ v ? build an automatonA,(H'N') of size at most2.|H|.23"

from / tow is declassified. that recognize0" (HN'"). One can easily prove that when
« for every process; such thatcl(c, M- = T there .
venep S Su cl(e, Mi)(g) V C %, we haveOV(HN) = O, p(H), and hence

exists no evenff < v located ong, andv is not located R v g k .
ong. L(A,(H™)) = L(O p(H)), and Oy p(H) is effectively
One can furthermore comput& ¢, MyoMso- - -oMj,)(p) in-  regular.
crementally with finite memory. We havé(c, M, o M3)(p) = From proposition 17, we can build an automagém(H) of
L if cl(e, My)(p) = L, and if there exists no pair of eventssize inO(k.H ), wherek is the maximal number of events in
e < fin M, with f is located ofp, andcl(c, M) (4(e)) # L. an MSC ofH, that recognize®" (H). Then it is sufficient to
We havecl (¢, My o My)(p) = + if cl(c, My)(p) € {L,+}, check whether’(A,(H)) C L(A,(H™")) to decide ifH is
there exists a process such thatcl(c, M1)(q) = +, and a intransitively interferent, which is again an inclusioroplem
pair of eventse < f in M, such thate is minimal ong, f that can be checked in space @(2.|H|.23m). Hardness is
is maximal on procesg, and furthermore, no causal chairproved by showing a polynomial reduction from a language
from e to f is declassified, and for every procegs# ¢, if inclusion problem to an INI problem wit = (. O
cl(c, M1)(¢") =+, then no declassified causal chain from an The declassification setting can be refined to consider
event ong’ to f exists inMa, if cl(c, M1)(¢') = T then no selective declassification. Following the definition of ,[2)
causal chain from an event @ to f exists inMs. addition to the declassification alphak®t we define a map
We havecl(c, My o Mz)(p) = T if cl(c, M1)(p) =T, 0or  h:D — 2, whereh(a,) defines the labels of confidential
« there exist a procesgsuch thatcl(c, M1)(q) = + and @ gyents that an action with label; declassifies. Definition 22
declassified chain from an eveatocated on procesg  gasily adapts to this setting, simply by requiring that asaiu
to an eventf located on process, or chain from a confidential event to a visible eventv is
« there exist a procesgsuch thatel(c, My)(q) = T, and  gecjassified by an event such thata(c) € h(a(d)). We
a causal chain from an eventlocated on procesg 0 hen say that an event is classified if it is a confidential

an eventf located on process. event ((c) € C), it has an observable successgrand it
Last, ci(c, My o Mp)(p) = L if cl(c, My)(p) = L and My 700 e accified by one of the actions that can declassify

does not contain a pair of events< f such thate is located it, that is, a(c) & h(a(l ()11 (v)) N D). INI with selec-

on g with ¢l(c, M1)(q) # L, and f is located orp. : RS "
Now, if M7 contains two confidential events, c; such that tive Qeclassmcanp_n (I.N|SD.) adapts the. definitions c.n‘.INI t
o i consider declassification without changing observatihie
clfer, My) = cl(ca, Mh), thenci(ey, My o My) = cl(cy, My o éor standard declassification, we can build an HMSC that
Ms). It means that to detect interferences, one does not h rﬁgognizes INISD MSCs aFy. The only change w.r.. INI is

to remember events, but only the shape of causal relatig . .
(existing, declassified or not) from confidential eventshteirt that one ha; to remember in thg HMS(.: cons.tr.ucnon the Igbel
of confidential events from which chains originate, yietglin

successors on each process. There are at3tiosiuch distinct _ _ .31 v
shapes in a MSC, so one can check INI along arbitrarily |0I?d1t0m3ta of sizes “_Q'|H|'2 C LTV C X, thenOyf p
sequences of MSCs with finite memory. andOy, p are effectlve!y regular: We hence have:

Proposition 27: Let H be an HMSC, with labeling alphabet  Corollary 28: INISD is undecidable for HMSCs. For a
¥, and setD of declassification letters. Then, one can build afxed set of processes, it is PSPACE-complete wien,,.



VII. RELATED WORK AND CONCLUSION A possible refinement of the landscape is to consider suffi-
cient conditions for decidability of interference when sl

Related work. Non-interference was seldom studied for sce- .
. . . ) rocesses can observe the system. We would also like tocexten
nario formalisms. A former work considers non-interferen " e
he current definitions to use the full dicriminating power

for Triggered Message Sequence Charts [18]. The interéeren . . , . .
. , : : of partial orders, i.e. consider non-interference prdapsrof
property is defined in terms of comparison of ready sets (sets L _ . :
. , . “the form O (H) = O2(H), where= denotes isomorphism.

of actions that are fireable after a given sequence of aCtICl.I_ZI

. . ; o : Sr observations localized on a single process, the current
w). However, this work mainly considers finite scenarios, an . . .
S o results suffice. When observations are effectively regiar
does not address decidability and complexity issues.

contain events located on more than one process, showing

A first work considering non-interference for true CONissmorphism could require other tools such as graph gram-

tcu:crency rr}odells appfars |nt.[6]. Thte at;]thorsf_ g:onS|d|er "Nars to compare observations, and decidability of interfee
erference for elementary netse(, nets where firing rules groblems may require additional conditions.

allow ||3Ia?:es to chontal? at mos;[]_orrllel tokler:). Th_te_y charatetﬁr Another line of research is to consider security issues
causal placeswhere 1nng a nigh-ievel ransiion causally, non an attacker can interact with the system in order to

precedgg the f|_r|ng of a Iow_-I.eve_I one artmtnfl!ct places gain information (active interference), or when he can get
where firing a hlgh—lg_vel transition inhibits f[he firing OT‘M' information on the current configuration of the system éstat
level one. Reachability of causal or conflict places is Sho%sed interference). Extending definitions of informaflows

equivalent to BNDC (Bisimulation-based NDC, the vanant, ymscs to quantify the amount of information disclosure by

“Sif‘g bisi_mulati(_)n insteagl of language equal?ty). I_n [Met mean of measures (e.g. probability measure, average number
notion of intransitive non-interference from [2] is revesd for of bits leaked per action,...) is also a challenging task.

transition systems, and non-interference with downgader
considered for elementary nets. A structural characteoiza
is given in terms of reachable causal and conflict places. Ag
in [6], causal and conflict places are characterized in teyfns

possible fireable sequences of transitions, hence Coimj;jer[z]
the interleaving semantics of the net. 3]

Darondeatet al.[8] study (B)NDC and INI forunbounded
labeled Petri nets, and extend their results to selective dﬁ]
classification in [9]. The authors obtain decidability résu
of these properties for injectively labeled nets by a verys]
clever exploitation of decidability/undecidability rétufor [6]
language inclusion. The characterization relies on sempgen
of transitions, and not on causal properties of nets.

A contrario, Baldan et al [10] emphasize the fact that char’!
acterizing BNDC in terms of structural conditions expregsi
causality or conflict between high and low-level transitipn [8]
is a way to provide efficient algorithms to check interferenc
They propose a definition of complete unfolding w.r.t. non{g]
interference, and reduce BNDC for safe nets to checkin
that a complete unfolding is weak-conflict and weak caus%%
place free. Weak causal places characterize dependemcies|a]
conflicts between high and low transitions. Their resul@sh
that one can identify interferences in concurrency modeiktz]
without relying on interleaving semantics. The charagtgion
of BNDC via weak conflict and causal places holds only fd#3l
safe netsj.e,, for finite state systems.

Conclusion. We have proposed a partial order framework4l
for information flow properties analysis, and shown that-nos
interference is undecidable. However, as soon as obsangati
are effectively regular, information flow properties be@m
decidable. This can be enforced for instance by consideriHS]
observation performed by a single process in the systenchwhi
leads to the notions of local non-interference and its estters [17]
with declassification, that are all decidable. These proble ;g
are PSPACE-complete, with procedures that never compute
the interleaving semantics of the original HMSC.
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APPENDIX

This appendix details missing proofs for propositions ia th
text. Proofs for propositions 15, 23 and 26 are straightéwdwy
consequences of definitions 14 and 22, and are not provided.

A. Proof of Proposition 10

Proposition 10. Let H be a HMSC. The inclusion problem
Co,.0, (H) is undecidable in general, evendl, or O, is

an effective regular observation function. Itdecidableif O

and O, are both effective regular functions.

Proof. The proof is a reduction from the language inclusion
problem for HMSCs (which is known undecidable). Lt =

(Nl, —1, Ml, n0,1, Fl) anng = (NQ, —9, Mg, 10,2, Fg) be

two HMSCs, defined over an alphabet of visible actibhsand
with at least two processes. We design an inclusion problem
such thatC o, .0, (H) iff L(H,) C L(H3).

Let P. ¢ I’ be a new process anmd new confidential action. M. - M-
We defineM, as the MSC containing the single atomic action ¢ é ¢ &1 i} é
¢ on process’,, as illustrated on Figure 4 bottom left. A new
HMSC H = (N1 & Na, —, M, ng 2, Fy & F3) is defined over e Ce
alphabety’ = V U C, whereC = {P.(c)}, as follows: M = —
Mg Mo {]\/fc} and w=—1 W —9 L‘U{(?’LO,Q,MC,TLOJ)}, —
as illustrated on the upper part of Figure 4. |
Choosing®; = OV° and O, = O{/CO we clearly have L _ﬁ_

OQ(H) = E(HQ) and(’)l(H) = K(Hl)UE(HQ) Thl.ISE(Ql,(Q2
(H) if and only if £L(H,) C L(Hz), which concludes the
pI’OOf. Fig. 4. Non-interference in HMSCs as a language problem
Note that undecidability is not due to a particular choice
of observation function: a similar proof is obtained 05 =
0% or 0; = OV* and 0, = O{/c. by replacingM. by an ¢ proof of Proposition 13
MSC M/ in which processP. sends a message to all othe
processes after performing actionas depicted on the bottom
right of Figure 4.
Similarly, if O; is an effective regular function, that is
if O1(H) is a regular languagé, the inclusion problem is
brought back to testing whethdr C £(H;), which is also the implication.

known to be an undecidable property. First, let us suppose that there exists no pair of eventsn

The decidability result of the theorem is an immediatfvf such thata(e) € C, a(f) € V. If there is no event ¢ E
consequence of decidability for regular languages inclusi such that ina(e) € C then M\.¢ (a~(C)) = M, which

O gives the required equality. =1(C) # 0, then for eack €

a 1(C), | (e)Nna~ (V) = 0. In this caseM\ | (a1 (C)) =

B. Proof of Theorem 12 M \(azl((](').) This Ene)ans tha®V (M) = (’\){/C((M),( w)rzich
Theorem 12.Let O be an observation function on alphabeyields the result.

Y =CwWVWN and letH be a set of HMSCs. One cannot ii) Let us now prove the converse direction. Suppose that
decide in general i) is effectively regular forH. there exists a pair of events< f such thak is a confidential
Proof. It was proved in [15] that one cannot decide whethévent, andf is a visible one. Then, all linear extensionsiaf
L(H) is regular,i.e., if it can be recognized by a finite are of the formu = v.e.v’. f.v". For each of them, the largest
automaton. Undecidability comes from the fact that HMSG@mmon prefix betweemy (u) and any word inmy (M\ |

can be used to encode rational traces, for which regularfty ' (C))) is a prefix ofry (v). This implies thatO{, (M) #

is undecidable. Let us sé& = V. Then, checking whether OV (M). O

0O = OV is effectively regular for a partition of alphabgt .
amounts to checking regularity al(H), for every H € H. D. Proof of Proposition 17

However, this is already an undecidable problem for a singf¥oposition 17.O? is effectively regular, and i’ = ¥,
HMSC, obtained if we set{ = {H}. 0O then (’){/C‘ andOV° are effectively regular.

E’roposition 13. Let M be an MSC with labeling alphabet
Y =CwV wN and set of event&. Then, M is interferent

if and only if there are two events f such thata(e) € C,
a(f) e V, ande < f.

Proof. We prove this lemma by showing the two directions of



Proof Let us show that forany HMS® = (N, —, M, ng, F)
one can effectively build a finite state automatet(H)
recognizingZ(OV-°(H)) or equivalentlyO®.

Let k£ be the maximal size of a projection of a MSC.M.

« for each(q,a,q’) € 64 U dp, a transition(q, M,,q’)

where M, is a MSC containing a single message,
from ps to p;.

Then the language inclusion problefifA) C £(B) can be

The automatond, (H) is defined byA, = (N x {0,...,k— reduced in polynomial time to local non-interference idf

1},9,(no,0), F' x {0}). Let (n,M,n') be a transition in wijth respect to process;. Hence, local non-interference is
H. The observationf(OP(M) is a possibly empty word pSPACE-complete. m

of ¥,. If m,(L(M)) = ¢, thené contains the transition N
((n,0),¢,(n',0)). If my(M) = ay...a, (With ¢ < k), F. Proof of Proposition 21
thend contains the transition§(n,i — 1), a;, (n,4)) for each Proposition 21.Let H be an HMSCp € P, andY = C' &
ie{l,...,q— 1}, and((n,q — 1), a4, (n',0)). V @ N. Then, one can build:

An easy induction shows that for every path , g0 HMSC HB" that recognizes MSCs fronFy after
(ng, M1,n1)...(ne—1, My, ng), such that the projection which p is a black process.
of each)M; on p is a wordw; = ai;1...a;q there exists a , an HMSC HW» that recognizes MSCs fronfy after
path (no, 0) 4 (ng, 1) 23 ... % (n,,0), and conversely. which p is a white process.
Furthermore, ifn, is an accepting state df, then(n,,0) is  of size in O(|H|.2F1.
an accepting state ofl,,. Hence, A, recognizesC(O?(H)). pProof. We build HB» — (NBp B2 M nP? FBP) as
The size ofA,(H) is in O(|N|.k). follows:

Let us now show that one can design an automaton that

B,p P i
recognizesC(O{/’c'(H) for any HMSC H. Let us first recall  * ™ € N x 27 1s a set of nodes. In a palm, P), n
the definition of O\7%(H). We haveO\ s (H) = {OY (M, o
croMy) | Myo---oMy € Fyg AVi,a(E;)NC = 0}. Let us
now design a new HMSG\ ¢ = (N, —\ ¢, M, ng, F') such
that(n, M,n’) €=\ ¢ iff (n, M,n') €= anda(Ep)NC = 0.
Clearly, Fu, . is the set of MSCs generated Iy that do not
contain actions front”, and H\ ¢ is also an HMSC. We have

denotes a node dff, and P a subset of black processes.
We setnfV' = (no, ).

the set of transitions and nodes Bf®? is built induc-
tively as follows: from a nodén, P), if there exists a
transition(n, M, n’) in H, we add(n’, P’) to NZ?, with

P =PU{peP| ey fANf)=pAde) €
Piu{peP|3e< fale) e CAHf)=p}, and we

OP(H\¢) = O{”C'(H), and hence we can apply the technique  add transition((n, P), M, (n', P')) to —5»
above to design an automatolj, () = A,(H\¢) of size in o« FBP = F x {P € 2% | p € P} is the set of accepting

O(|N|.k) that recognizesC(O{/’c'(H)). Hence®” and @{’C' nodes._A path ofHBP is accepting if_it ends after
are effectively regular. O recognizing an MSQW € Fg such thatp is black after

M.
E. Proof of Corollary 18 Building AW+ — (NWVP,%W*p,M,ngV’p,FW’p) can be

Corollary 18. The problem of deciding local interference ofyone in a similar way, but setting"V:» = F x {P € 2° | p ¢
an HMSCH with respect to a given procegs P is PSPACE- P}.

complete. N The status of a process is built progressively along transi-

Proof From proposition 17, for any HMSCH and any tjons in a path. Following proposition 15, the process pért o

processp, we can design an automatod, () that recog- g node inH5» or HW faithfully encodes the status of a

nizes L(OP((H)), and an automatonl;,(H) that recognizes process in the MSCs generated by sequences of transitions

E(OQ/’C'(H))- ending in this node. HenceZB-» (resp. HW-*) recognize
Note that these automata are of size linear in the SiRESCs of Fi; after whichp is black (resp. white).

of H. One can notice thal(A},(H)) C L(A,(H)). SO,  As the nodes of these HMSCs belongbx 27, the size
checking local non-interference of an HMSC amounts to a of H%» or HW? is in O(|H|.2/"!). 0

single inclusion problen v,« for HMSC H, i.e checking

or,0 .
that L(A,(H)) € L(A,(H)). \Lcanguage inclusion for finite G. Proof of Proposition 27

automata is a well-known PSPACE-complete problem, henBgoposition 27.Let H be an HMSC X an alphabet and)
checking local non-interference is in PSPACE. be a set of declassification letters. Then, one can build
For the hardness part, lel = (Qa,d4,q904,F4) and « an HMSC H" that generates the set of Il MSCs Jy.
B = (Qp,0B,985, Fp) be two automata over alphabg « an HMSC H'N' that generates the set of INI MSCs in
with disjoint set of states. Similarly to Figure 4, we design  Fu.
a HMSCH = (Qa W Qp,—,qoB, Fa © F) over a set of that are of sizes at mogt|H]|.23"
processegpi, p2, P} and alphabeE U {c}, with V' =3 and Proof. We first show howH" = (N", =" M, nll, F") is
C = {c}, such that— contains: computed, then we show thdf" recognizes intransitively
« atransition(qos, Mp, go4) in which M. is an MSC with interferent MSC generated bBy¥. We first define the following
a single atomic confidential action located on procBss functions. A mapel : P — {4, 1, T} represents existing
(like in Figure 4), causal dependencies from a confidential event to maximal



event of processes, plus gives information on whether aataus
chain ending on a process declassifies this confidentialt.even
We denote byC'L(M) the set of functions that are computed

I, and otherwise becomek if M isll, or one of the
maps depicting chains starting from a confidential
events in the formerly assembled M3, o- - -0 M,

starting from all confidential events. Note thatlif contains
no confidential event, the@ L (M) = (. Given two MSCsM;,

M, we have seen thdlt/; o M5 is intransitively interferent if
M, is ll, or My is Il, or there exists:] € CL(M;) such that

cl(p) = + and M, contains a chain from an event located
on process to an observable evensuch that there exists

no chain from an event on procegsto v with cl(q) = T.

Hence, knowing ifM; is Il or not, andCL(M;), one can
decide whetheM; o M, is Il. We denote byl (CL, M) the

predicate that is true when a set of mapé representing
causal chains and declassification in an M8C allows to
prove thatM’ o M contains an intransitive interference.

The crux is then to be able to maintaih. (M o - - - o My,)
and the Il information along path df. For a given map! and
an MSC M, we define the ma@/pdate(cl, M) as follows:

We haveUpdate(cl, M)(p) = L if cl(p) = L, and if there
exists no pair of events < f in M, with f is located ofp,
andcl(¢(e)) # L.

We haveUpdate(cl, M)(p) = + if cl(p) € {L,+}, and
there exists a process such thatcl(q) = +, and pair of
eventse < f in My such thak is minimal ong, f is maximal
on proces®, and furthermore, no causal chain frento f is
declassified, and for every procegs# ¢, if ¢l(¢') = +, then
no declassified causal chain from an evengbto f exists in
M, if ¢l(¢’) = T then no causal chain from an event gh
to f exists in M.

We haveUpdate(cl, M)(p) = T if

e cl(p)=T, or

« there exist a process such thatci(¢q) = + and a

declassified chain from an eveatlocated on procesg
to an eventf located on process, or

« there exist a procesgsuch thatcl(¢) = T, and a causal

chain from an event located on procesg to an event
f located on process.

witnesses al in Mjo---o0 M oM.

- F" = F x {tt} x 2¢

— X' = Update(X, M)UJCL(M). The representation
of chains originating from confidential events is
updated to consider chains @f and their declas-
sifications, and new observable events may occur in
M, starting new chains and potential new witnesses
for Il MSCs.

Obviously, all MSCs generated y" belong toF;, as—"
always agrees with—. Furthermore, due to compositionality
of ¢l computation, updating of a chaici can be done in-
crementally while concatenating MSCs without remembering
the whole sequence. Now, it suffices to remember once the
shape of causal chains from observables actions to maximal
events on processes (the mapsto detect Il. One needs not
differentiate similar occurrences of maps computed foireha
originating from distinct observable events. Hence, uipdat
of sets of causal chains representation suffices to regraen
classified chains in a sequence of MSCs recognizes between
no and the current node, and hence to detect all occurrences
of intransitive interferences. we can conclude that all MSC
recognized byH" contain an intransitive interference.

The HMSCH™! = (NN INU AL N FIND) can be built
with the same nodes and transition functions, but with final
satesF'N' = F x {ff} x 2¢!. The sizes of" and H'' are at
most2.|H|.23"".

O

The map updating function extends to sets of maps the

obvious way :Update(X, M) = |J Update(cl, M).
cle X
We are now ready to defing" = (N, =" M, nl, F").
We have:

o N" C Nx{tt,ff}x2¢ is a set of nodes that are reachable
from nl). Each node ofV'" is hence a triple of the form
(n,b,X), wheren is a node ofH, b is a boolean that
indicates ifll has already been discovered, aidis a
set of maps depicting (declassified) causal chains from
confidential events in the sequentf o ... M read so
far along transitions o/ and ending at node. We set
nly = (no, ff, 0).

« We define the transitions relation as follows. We have
((n,b,X), M, (n',V, X")) €= iff

— (n,M,n') €= (the transition exists irff),
-V =bv \ ll(cd,M)ANMisll, that is if Il was

leX
detected Cbefore, then the concatenated MSCs remain



