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Abstract—The automation of fixed-point conversion requires
fast methods to evaluate the numerical accuracy of the system. As
an alternative to a simulation-based approach, most of the ana-
lytical methods use perturbation theory to provide the expression
of the quantization noise at the output of a system. Most existing
analytical methods do not consider a correlation between noise
sources. This assumption is no longer valid when a unique datum
is quantized several times. This brief proposes to study the cor-
relation between quantization noises with different quantization
modes (truncation and rounding) and considering the number of
eliminated bits. Then, the expression of the power of the output
quantization noise is provided when the correlation between the
noise sources is considered. The proposed approach allows im-
proving significantly the estimation of the output quantization
noise power compared to the classical approach, with a slight
increase of the computation time. In our experiment, the maximal
relative estimation error obtained with the proposed approach is
less than 2% compared to 84% when a correlation is not taken
into account.

Index Terms—Correlation, fixed-point arithmetic, numerical
accuracy evaluation, quantization noise, round-off noise.

I. INTRODUCTION

F IXED-POINT arithmetic is widely used in embedded
systems to reduce implementation costs like execution

time, area, and power consumption. Fixed-point conversion is
composed of two main steps corresponding to dynamic range
evaluation and word-length (WL) optimization. The aim of WL
optimization is to minimize the implementation cost as long as
the effects of finite precision are acceptable. This optimization
process is based on an iterative procedure where the numerical
accuracy is evaluated a great number of times. Thus, efficient
methods are required to evaluate this numerical accuracy to
limit the optimization time.

To evaluate numerical accuracy, approaches based on fixed-
point simulations are generic, but they also lead to long exe-
cution time. Thus, the search space is drastically limited, and
suboptimal solutions are obtained. Analytic methods reduce
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significantly the evaluation time by providing the mathematical
expression of a metric equivalent to the numerical accuracy. The
output quantization noise power is widely used as a relevant
metric for evaluating the numerical accuracy.

Most existing methods do not take into account the correla-
tion between the different quantization noise sources (QNSs),
which is due to multiple quantizations of the same data. Con-
sequently, the quality of the estimation can be degraded when
multiple quantizations occur and the solution obtained from the
WL optimization process can lead to an implementation cost
overhead. In [1], graph transformations are applied to handle
the correlation. This technique can become complex and is valid
only for truncation. In [2], the expression of the correlation is
provided but for a very specific case.

In this brief, the expressions of the correlation and the covari-
ance, considering the number of eliminated bits, are proposed
for truncation and rounding. Then, to take correlation into
account, the expression of the output quantization noise power
is provided. This model extends existing methods by integrating
the covariance between the noise sources and leads to a slight
increase in complexity.

This brief is organized as follows. Existing works handling
correlation between QNSs are presented in Section II. In
Section III, quantization modes corresponding to truncation and
rounding are defined. The expressions of the correlation and
the covariance between QNSs are detailed in Section IV. The
expression of the global output quantization noise considering
the correlation is provided in Section V. The quality of the pro-
posed models is analyzed through experiments in Section VI,
while Section VII concludes this brief.

II. RELATED WORK

Correlation between QNSs occurs when a datum x0 is quan-
tized several times. Fig. 1 shows such an example where xi is
the datum after each quantization Qi with i equal to one or
two. Qi leads to an unavoidable quantization error ei between
the values of the data xi and x0. ei can be assimilated to a noise
source, and we denote Ei as the random variable corresponding
to this error. Let wi denote the fractional part WL of the
datum xi and qi denote the quantization step associated to xi.
qi = 2−wi with wi as the weight of the least significant bit. The
number of bits eliminated during the quantization process Qi is
defined as ki. The relation between the quantization steps qi and
q0 is qi = 2kiq0, with i equal to one or two. If x0 is in infinite
precision, q0 is equal to zero and k1 and k2 tend to infinity.
Let Xi denote the set containing all the values that can be
represented in the fixed-point format after the quantization Qi.
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Fig. 1. Quantized data representation.

Given that k2 bits are common between the QNSs e1 and e2,
these QNSs are correlated. Let y denote the output of the global
targeted system. Let Hi denote the system having ei as input
and y as output. As the QNS ei propagates through the system
Hi, correlation between different QNSs ei obviously influences
the output noise power and has, therefore, to be considered for
a precise numerical accuracy evaluation.

In [1], the problem of correlation between different QNSs is
handled through signal flow graph transformations. If k1 > k2,
the quantization processes Q1 and Q2 are transformed into two
quantization processes Q′

1 and Q′
0. The quantization process

Q′
0, corresponding to the elimination of k2 bits, is inserted just

after the datum x0. The associated noise source e′0 propagates
through the system corresponding to the combination of the
systems H1 and H2. The modified quantization process Q′

1

corresponds to the elimination of k1 − k2 bits. The associated
noise source e′1 propagates through the system H1. As the
quantization process Q2 disappears, the noise sources e′1 and
e′0 are considered not correlated, and classical techniques can
be used to estimate the output quantization noise. First, this
technique is only valid for truncation. Indeed, a quantization
with rounding cannot be decomposed into two independent
quantization processes. Second, the system considered for noise
propagation depends on the values of k2 and k1. Therefore, to
have a generic model, all the combinations between the systems
Hi have to be considered. If one unique datum is quantized P
times, the number of systems to consider is P ! + 1, so growing
up exponentially and making more complex the expression of
the output quantization noise.

In [2], the correlation between two quantization noises of one
datum after multiplication by constants is studied. The corre-
lation between the quantization noise after the multiplication
of x1 by a constant A1 and the quantization noise after the
multiplication of x2 by constant A2 is analyzed. Only the case
of rounding and the case of linear time-invariant systems are
considered. Moreover, the two quantization steps are identical,
and only A1 and A2 can be different.

In this brief, a correlation model considering different quan-
tization modes (truncation and rounding), different quantization
steps, and different kinds of input (x0 is in infinite or finite
precision) is proposed. The proposed approach modifies the
expression of the output quantization noise by adding one more
term but with a slight increase in the complexity to calculate
this expression.

III. QUANTIZATION MODE DESCRIPTION

In this section, the probability density function (pdf) and the
statistical moments of the QNSs generated during a quantiza-
tion process are presented for the truncation and rounding quan-
tization modes in the case of two’s complement coding. The

TABLE I
MEAN AND VARIANCE FOR THE TWO QUANTIZATION MODES

quantization process Q1, shown in Fig. 1, is under considera-
tion. The quantization error e1 resulting from the quantization
process Q1 is defined as

e1 = x0 − x1. (1)

By using the model by Widrow [3], [4], e1 can be assimilated
to an additive white noise, uniformly distributed, which is
uncorrelated to the signal.

1) Truncation: In the case of truncation, the datum x0 is
always rounded toward the lower value available in the set X1

and becomes

x1 =
⌊
x0 · q−1

1

⌋
· q1 = t · q1∀x0 ∈ [t · q1, (t+ 1) · q1[ (2)

with �·� as the floor function defined as �x0� = max(n ∈
Z|n ≤ x0) and with q1 as the quantization step. The pdf of the
QNS pE1

(e1) is given by (3) with δ as the Kronecker delta

pE1
(e1) =

1

2k1

2k1−1∑
j=0

δ(e1 − j · q0). (3)

2) Rounding: Rounding the quantization mode rounds the
value x0 to the nearest value available in the set X1 as

x1 =

⌊(
x0 +

1

2
q1

)
· q−1

1

⌋
· q1. (4)

The midpoint qm = (t+ (1/2)) · q1 between t · q1 and (t+
1) · q1 is always rounded up to the higher value (t+ 1) · q1. For
this quantization mode, the pdf pE1

(e1) is given by

pE1
(e1) =

1

2k1

2k1−1−1∑
j=−2k1−1

δ(e1 − j · q0). (5)

From [5] and [6], mean and variance expressions are given in
Table I for each quantization mode Q1. If x0 has a continuous
amplitude, as in analog-to-digital conversion, k1 is considered
as +∞.

IV. CORRELATION AND COVARIANCE EXPRESSIONS

In this section, the expressions of the correlation and the
covariance between two QNSs e1 and e2, resulting from the
quantization of one unique datum x0 as shown in Fig. 1, are
determined. The covariance is used in the expression of the
global output quantization noise power to improve the quality
of the noise power estimation. When the datum x0 is quantized
P times, P (P − 1)/2 correlations, between the P QNSs, have
to be studied. The reasoning to determine the correlation and
covariance expressions is detailed in the following with k1 ≥
k2 and for the cases where Q1 is a truncation (T) and Q2 is a
rounding (R). The two discrete pdfs pE1

and pE2
of the QNSs
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Fig. 2. A pdf of the QNSs e1 and e2 for Q1 = T , Q2 = R, k1 = 3, and
k2 = 2. q0 is the quantization step.

e1 and e2, respectively, are shown in Fig. 2 for the cases of
k1 = 3 and k2 = 2.

Let E1 and E2 denote the discrete random variables cor-
responding to the QNSs. The correlation E[E1 · E2] is deter-
mined from pE1,E2

the joint pdf between E1 and E2 as

E[E1 ·E2]=
∑
i

∑
j

i·q0 ·j ·q0 ·pE1,E2
(e1 = i·q0, e2=j ·q0)

(6)

where i and j enumerate the possible events of e1 and e2.
The joint pdf pE1,E2

is obtained from pE1|E2
which is the

conditional probability of E1 given E2 as

pE1,E2
(e1, e2) = pE1|E2

(e1|e2) · pE2
(e2). (7)

For each value of e2, 2k1−k2 values are obtained for e1; thus

pE1|E2
=

1

2k1−k2
·

×

⎡
⎣2k2−1−1∑

j=0

δ(e2 − jq0)

2k1−k2−1∑
t=0

δ (e1 − e2 − t · q2)

+

−1∑
j=−2k2−1

δ(e2 − jq0)

×
2k1−k2−1∑

t=0

δ (e1 − e2 − (t+ 1) · q2)

⎤
⎦ . (8)

From (7) and (6), the correlation between E1 and E2

becomes

E[E1 · E2] =
q20
2k1

2k1−k2−1∑
t=0

2k2−1−1∑
j=0

j(j + t · 2k2)

+ (j − 2k2−1)(j + 2k2−1 + t · 2k2)

= − q22
24

+
q20
6

− q0 · q1
4

. (9)

The covariance cov(E1, E2) is determined from the correla-
tion term E[E1 · E2] as

cov(E1, E2) = E[E1 · E2]− E[E1] · E[E2]. (10)

The term E[E1] · E[E2] can be computed from the equations
given in Table I and is equal to

E[E1] · E[E2] =
q1
2
(1− 2−k1)

q2
2
(−2−k2)

=
q20 − q0 · q1

4
. (11)

TABLE II
CORRELATION AND COVARIANCE EXPRESSIONS FOR THE DIFFERENT

QUANTIZATION MODES OF (T) TRUNCATION OR (R) ROUNDING

AND FOR DIFFERENT CONDITIONS ON k1 AND k2

Thus, from (9) and (11), the expression of the covariance
becomes

cov(E1, E2) = − q22
24

− q20
12

. (12)

Given that k1 ≥ k2, the term q1 is eliminated because just
the k2 least significant bits are common between e1 and e2. The
correlation and covariance expressions are given in Table II for
the different quantization modes Qi corresponding to trunca-
tion (T) or rounding (R) and for different conditions on k1 and
k2. If x0 is in infinite precision, q0 is equal to zero.

V. OUTPUT QUANTIZATION NOISE POWER

Different models have been proposed to estimate the power
of the quantization noise at the output of a system [7]–[10].
These approaches do not consider the correlation between
quantization noises, but they can be easily extended to integrate
this correlation to improve the estimation quality.

From [8], the output quantization noise ey is the sum of the
contributions of the N QNSs ei

ey(n) =

N∑
i=1

∞∑
t=0

hi(t, n) · ei(n− t) (13)

where hi corresponds to the time-varying impulse response of
the system Hi between ei and the output y.

The power Pey of the output quantization noise is obtained
by determining the second-order moment of ey with a similar
derivation as in [8]. From (13), the expression of Pey is

Pey =E
[
E2

y

]

=

N∑
i=1

Ki · σ2
i +

N∑
i=1

N∑
j=1

Lij · μi · μj

+
N∑
i=1

N∑
j=1
j �=i

Mij · cov(Ei, Ej)

with

Ki =

∞∑
t=0

E
[
h2
i (t, n)

]
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Lij =
∞∑
t=0

∞∑
v=0

E [hi(t, n)hj(v, n)]

Mij =

∞∑
t=0

E [hi(t, n)hj(t, n)] (14)

and where Ki, Lij , and Mij are constant terms depending
only on the system in infinite precision, which can thus be
determined only once. The variance σ2

i , the mean μi, and the
covariance cov(Ei, Ej) between QNSs depend on the quan-
tization modes, the number of bit wi for the fractional part,
and the number of bits eliminated ki for each datum xi. The
quantization of a unique datum P times leads to P QNSs and
to P (P − 1) nonnull terms Mij .

Compared to existing methods, a new term
Mij · cov(Ei, Ej) is introduced. The covariance cov(Ei, Ej) is
not equal to zero when both quantization processes Qi and Qj

quantize the same data and when the delay inside the systems
Hi and Hj is the same because the QNSs are white. Otherwise,
cov(Ei, Ej) is equal to zero. The terms Mij are not computed
when cov(Ei, Ej) is always equal to zero. Thus, the increase
in time due to the computation of Mij depends on the number
of QNSs, which can be correlated. As Mij · cov(Ei, Ej) can
be positive or negative, if the quantization correlation is not
considered, the quantization noise power can be overestimated
or underestimated.

This model is valid for systems made up of smooth opera-
tions and if the input signals satisfy the conditions associated to
the model by Widrow and Kollár [3]. An operation is smooth if
its associated function is differentiable.

VI. EXPERIMENTS

In this section, the estimations obtained with the proposed
models are compared with the results obtained by the equivalent
simulations, which are considered as the reference. To obtain
relevant statistics, 107 samples are used to simulate the systems.
The system is simulated in fixed point and in double-precision
floating point. The error ei associated with a datum xi is
obtained by subtracting the floating-point values and the fixed-
point values. The floating-point simulation is considered as
the reference as it is a reliable approximation of the infinite
precision. Indeed, the error due to floating-point arithmetic can
be neglected compared to the error due to the fixed point when
the data WLs are small.

A. Correlation Between QNSs

In this section, the quality of the proposed model to estimate
the covariance given in (10) and in Table II is evaluated. For the
sake of clarity, ρ, the correlation coefficient between the QNSs
e1 and e2 resulting from the quantization of x0 as in Fig. 1, is
analyzed. ρ is determined from the covariance cov(E1, E2) and
the standard deviations σ1 and σ2 of noises e1 and e2, and it is
defined as

ρ =

{ cov(E1,E2)
σ1·σ2

, if σ1 
= 0 and σ2 
= 0
0 , else.

(15)

Fig. 3. Correlation coefficient ρ obtained with the proposed model and by
simulations for different quantization modes and for different values of the
fractional part WLs w1.

The correlation coefficient ρ is evaluated for three combina-
tions of rounding modes and for different fractional part WLs
w1 and w2 of the data x1 and x2, respectively. w2 is set to
16 bits, w1 varies from 10 to 22 bits, and x0 is considered as a
continuous amplitude datum (i.e., w0 = +∞). In the first case,
Q1 and Q2 are both truncations (T/T). In the second case, Q1 is
a truncation, and Q2 is a rounding (T/R). In the third case, Q1

and Q2 are rounding (R/R).
The values of the correlation coefficients obtained with the

proposed model and by simulations are shown in Fig. 3 for
different values of the fractional part WLs w1. The results
show that the difference between the proposed model and the
reference is very small. The maximal relative error of the
proposed estimation is below 1.5%.

The amplitude of the correlation coefficient is maximal when
the two WLs w1 and w2 are equal. In this case, |ρ| is equal
to one when the two quantization modes are identical, and |ρ|
is equal to 1/2 when the two quantization modes are different.
For Q1 = T and Q2 = R, |ρ| is equal to 1/2 when w1 = w2

or w1 = w2 − 1. The correlation coefficients reduce when the
difference between the WLs w1 and w2 increases.

B. Estimation of the Output Quantization Noise Power

In this section, the quality of the proposed approach to
estimate the output quantization noise with (14) is evaluated
and compared with the quality of a classical approach, which
does not consider the correlation [in this case, cov(Ei, Ej) =
0∀i, j in (14)]. To illustrate the benefit of the proposed ap-
proach to improve the estimation quality of Pey compared to a
classical approach, the computation of a third-order polynomial
is considered. This polynomial is p(x) = 0.99998− 0.99765 ·
x+ 0.949615 · x2 − 0.63603 · x3. The expression of the out-
put quantization noise can be found in [11]. For data having
multiple quantizations, half of the quantization is carried out
with a WL set to 30 bits and the remaining quantizations are
carried out with a WL wT varying from 25 to 35 bits. To analyze
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Fig. 4. Accuracy degradation for the polynomial p(x) computation.

correlation effects, the WL of the other data is set such as no bit
is eliminated. Quantization modes are selected randomly.

The real values of Pey , obtained by simulation, and the
estimation of Pey , obtained with the proposed approach and
with a classical approach, are shown in Fig. 4 for different
WLs wT . The results show that the estimations obtained with
the proposed approach and the reference are very close. In this
example, the maximal value of the relative estimation error
(REE) is lower than 1% with the proposed approach and can
reach up to 12% for a classical approach.

The REE is evaluated on different benchmarks. Let Rw

denote the REE of the proposed approach and Rwo denote the
REE of a classical approach. For the different benchmarks, a
digital signal processor-like architecture is considered. The WL
of the multiplication input is set to 16 bits. The WL of the
multiplication output and the addition input and output is set to
32 bits. To evaluate Rw and Rwo, Ncq different combinations of
quantization modes are tested. The number of correlated QNSs
Nc is given and can be compared to N , the number of QNSs
in the application. The execution time to obtain the expression
of the output quantization noise power is measured for the
proposed approach and for the classical approach. Let Iw/wo

denote the increase in time of the proposed approach compared
to the classical approach. The mean and maximal values of Rw

and Rwo are presented in Table III for six applications, which
are a third-order polynomial computation with the direct form
(Poly. 3 direct) and the Horner scheme (Poly. 3 Horner), a fifth-
order polynomial computation with Horner scheme (Poly. 5
Horner), an L2-norm of an l-length vector (l = 4), a second-
order Voltera filter, and a function approximation. The function
1/(1 + x) is approximated in the interval [0, 1] with four third-
order polynomials as described in [12].

Compared to the classical approach, the proposed estimation
leads to an accurate estimation. The maximal value of Rw is
1.9% instead of 84% for Rwo. For the polynomial computation,
when the correlation is not taken into account, the overestima-
tion leads to an energy consumption overhead between 10% and
18% depending on the accuracy constraint. As shown by the
results, the increase in time is limited and is less than 8.9% for
the different tested applications. Indeed, the number of terms

TABLE III
REE FOR THE OUTPUT QUANTIZATION

Mij to compute depends on Nc and not on N . Moreover, each
Mij term is less complex than the term Lij . The proposed
approach allows improving significantly the estimation of the
accuracy (Pey ) compared to the classical approach, with a
negligible increase in the computation time.

VII. CONCLUSION

In the context of numerical accuracy evaluation of fixed-point
systems, the expressions of the correlation and the covariance
between QNSs resulting from the quantization of one unique
datum have been proposed in this brief. The model considers
the number of eliminated bits and the quantization mode. A
maximal relative error of the proposed estimation below 2% is
reported. This model extends existing analytical methods with
a negligible increase in the complexity of the evaluation. The
expression of the global output quantization noise integrates
correlation between QNSs, which improves the quality of the
estimation of the output quantization noise compared to exist-
ing approaches.
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