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a b s t r a c t

Energy efficiency and transmission delay are very important parameters for wireless multi-
hop networks. Numerous works that study energy efficiency and delay are based on the
assumption of reliable links. However, the unreliability of channels is inevitable in wireless
multihop networks. In addition, most of works focus on self-organization protocol design
while keeping non-protocol system parameters fixed. While, very few works reveal the rela-
tionship between the network performance and these physical parameters, in other words,
the best networks performance could be obtained by the physical parameters. This paper
investigates the tradeoff between the energy consumption and the latency of communica-
tions in a wireless multihop network using a realistic unreliable link model. It provides a
closed-form expression of the lower bound of the energy–delay tradeoff and of energy effi-
ciency for different channel models (additive white Gaussian noise, Rayleigh fast fading
and Rayleigh block-fading) in a linear network. These analytical results are also verified in
2-dimensional Poisson networks using simulations. The closed-form expression provides a
framework to evaluate the energy–delay performance and to optimize the parameters in
physical layer, MAC layer and routing layer from the viewpoint of cross-layer design during
the planning phase of a network.

� 2012 Elsevier B.V. All rights reserved.
1. Introduction

Routing protocols have a significant impact on energy
efficiency and latency performances and choosing an effi-
cient routing scheme is a multi-objective optimization prob-
lem [1]. Long-hop routes demand substantial transmission
power but minimize the energy cost of the reception pro-
cess, the computation and so on because of the decrease of
the number of hops. Meanwhile, long-hop routes are helpful
reducing the end to end delay. On the opposite, routes made
of shorter hops use less transmission power but maximize
the energy cost from the reception process due to an in-
crease in the number of hops. M. Haenggi points out several
advantages of using long-hop routing in [2,3], among which
. All rights reserved.
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high energy efficiency is one of the most important factors.
These works reveal the importance of the transmission
range and its impact on the energy conservation but do not
provide a theoretical analysis on the optimal hop length
regarding various networking scenarios.

Some works analyze the optimal transmission range
from the viewpoint of physical layer. Chen et al. [4] defines
the optimal one-hop length for multihop communications
that minimizes the total energy consumption and analyzes
the influence of channel parameters on this optimal trans-
mission range in a linear network. The same issue is studied
in [5] with a Bit-Meter-per-Joule metric where the authors
analyze the effects of the network topology, the node density
and the transceiver characteristics on the overall energy
expenditure. Gao [5] is improved by Deng et al. [6] which
shows the effects of network parameters such as node den-
sity, network radius on the optimal transmission range and
the impacts of the path loss exponent in a 2-dimension Pois-
son network. Cui et al. [7] solves a cross-layer optimization
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problem to minimize the energy consumption and the delay
for TDMA based small-scale sensor networks.

However, all of the aforementioned works are based on
the assumption of a disc link model or a switched link model
under which the transmission between two nodes x and x0

succeeds if and only if the signal to noise ratio (SNR)
c(x,x0) at the receiver is above a minimal value cmin. That
means perfect reliable links are used for communication
and all unreliable links are abandoned. In fact, experiments
in different environments and theoretical analyzes in [8–12]
have proved that unreliable links have a strong impact on
the performance of upper layers such as MAC and routing
layers. In our previous work [12], we have shown how unre-
liable links improve the connectivity of WSNs.

Recently, unreliable links are taken into account in the
routing scheme design by introducing a link probability
and the effect of link error rate.

In [13], a routing scheme is proposed whose metric for
the relay selection is PRR � distance, where PRR stands for
Packet Reception Ratio. This routing scheme makes best
use of unreliable links to improve the energy efficiency.

These efforts are devoted to the various low-energy
routing scheme design while keeping non-protocol system
parameters constant, such as the transmission power,
transceiver power characteristics, and node density. How-
ever, very few works address the relationship between the
network performance and the network parameters, in
other words, the best network performance that could be
obtained by setting all parameters of physical layer, MAC
layer and routing layer in a network as a whole.

In [14], we derived the lower bound of the energy–delay
tradeoff of opportunistic communications. However, the
algorithm for the parameter optimization was not pro-
posed because of the complexity of opportunistic commu-
nications. In contrast, thanks to the simplicity, the
traditional point to point communications are widely em-
ployed in multihop networks, so that its parameter optimi-
zation is very practical and important for energy efficiency.
Hence, following the analysis method in [14], we focus on
the parameter optimization of traditional point to point
communications in this paper.

We will explore the Pareto front of the energy–delay
tradeoff while adopting a very generic network layer/rout-
ing model for low-traffic applications. This Pareto front can
serve as a benchmark for preliminary performance evalua-
tion and is suitable in the early phases of network planning
and design to optimize physical parameters. To find this
bound, a comprehensive energy model is used which in-
cludes energy consumption for both data and control pack-
ets. Meanwhile a realistic unreliable link model is
introduced into the energy model by the metric, mean en-
ergy distance ratio, EDRb. We focus on two factors which
are tightly related to energy efficiency and delay perfor-
mance: the mean hop length and the transmission power.

The contributions of this paper are:

� The closed-form expression of the lower bound of the
energy–delay tradeoff for a linear and a Poisson net-
work is achieved in AWGN, Rayleigh fast fading and
Rayleigh block fading channels employing both a com-
prehensive energy model and an unreliable link model.
� The closed-form expressions of the optimal transmis-
sion range and the corresponding optimal transmission
power are derived in the three aforementioned types of
channel.
� The closed form expression of the lower bound of

energy efficiency of multihop communication and its
corresponding maximum mean delay are obtained.
� The lower bounds of energy–delay tradeoff and energy

efficiency are validated by simulations in 2-dimension
Poisson networks.
� A parameter optimization process is introduced for the

applications with or without a delay constraint.

The rest of this paper is organized as follows: Section 2
concentrates on presenting the models and metrics used in
the paper. Section 3 focuses on one-hop transmissions. We
derive the lower bounds of energy–delay tradeoff and en-
ergy efficiency. Meanwhile, the closed form expressions
of optimal transmission range and optimal transmission
power are obtained. Section 4 extends the results of
one-hop transmissions to the scenario of multihop
transmissions. The optimal tradeoff between the energy
consumption and the delay in linear networks are
achieved. The closed-form expressions of the lower bound
in three kinds of channels are provided. In Section 5 simu-
lations are given and analyzed in a 2-dimension network to
verify the theoretical results. Then, a parameter optimiza-
tion process is addressed in Section 6 on the basis of the
proposed energy–delay framework. Finally, Section 7 con-
cludes our work.
2. Models and metrics

In this section, we briefly introduce the models and
metrics used in this paper. For more details on these mod-
els, readers can refer to our previous work [14].

2.1. Energy consumption model

In this paper, we do not consider any specific protocol
and assume the corresponding overhead to be negligible.
We consider energy efficient nodes, i.e., nodes that only lis-
ten to the packets intended to themselves and that send an
acknowledgment packet (ACK) to the source node after a
correct packet reception. Thus, the energy consumption
for the transmission of one packet Ep is composed of three
parts: the energy consumed by the transmitter ETx, by the
receiver ERx and by the acknowledgement packet exchange
EACK:

Ep ¼ ETx þ ERx þ EACK : ð1Þ

The energy model for transmitters and receivers [15]
are given respectively by:

ETx ¼ Tstart � Pstart þ
Nhead þ Nb

Rb � Rcode
� ðPtxElec þ bamp � PtÞ; ð2Þ

and

ERx ¼ Tstart � Pstart þ
Nhead þ Nb

Rb � Rcode
� PrxElec; ð3Þ



Table 1
Some parameters of the transceiver energy consumption referring to [16].

Symbol Description Value

a Path-loss exponent (P2) 3
bamp Amplifier proportional offset (>1) 14.0
sack ACK ratio 0.08125
B Bandwidth of channel 250 kHz
fc Carrier frequency 2.4 GHz
GTant Transmitter antenna gain 1
GRant Receiver antenna gain 1
L Circuitry loss (P1) 1
Nb Number of bits per packet 2560
Nhead Number of bits of overhead in a packet 0
N0 Noise level �150 dBm/Hz
Pstart Startup power 38.7 mW
PtxElec Transmitter circuitry power 59.1 mW
PrxElec Receiver circuitry power 59.1 mW
Rb Transmission bit rate 250 Kbps
Tstart Startup time 0 ls
TACK ACK duration 1 ms
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where Pt is the transmission power, Nhead is the number of
bit in the overhead of a packet for the synchronization of
physical layer, Rcode is the code rate. The other parameters
are described in Table 1.

The energy expenditure model of an acknowledgment is
given by:

EACK ¼ sack � ðETx þ ERxÞ; ð4Þ

where

sack ¼
Nack þ Nhead

Nb þ Nhead
ð5Þ

is the ratio between the length of an ACK packet and that of
a DATA packet.

As in [14], the energy model for each bit is:

Eb ¼
Ep

Nb
¼ Ec þ K1 � Pt ; ð6Þ

where Eb, Ec and K1 � Pt are respectively the total, the con-
stant and the variable energy consumption per bit. Substi-
tuting (1)–(4) into (6) yields:

Ec ¼ ð1þ sackÞ
2Tstart � Pstart

Nb
þ ð1þ sheadÞ

PtxElec þ PrxElec

RbRcode

� �
ð7Þ

and K1 ¼ ð1þ sackÞð1þ sheadÞ
bamp

RbRcode
; ð8Þ

where

shead ¼
Nhead

Nb
: ð9Þ
2.2. Realistic unreliable link model

The unreliable radio link probability (pl) is defined
using the packet error rate (PER) [12]:

plðcx;x0 Þ ¼ 1� PERðcx;x0 Þ ð10Þ

where PER (c) is the PER obtained from a signal to noise ra-
tio (SNR) c. And cx;x0 is usually defined as [15]:

cx;x0 ¼ K2 � Pt � d�a
hop; ð11Þ

with
K2 ¼
GTant � GRant � k2

ð4pÞ2N0 � Rs � L
; ð12Þ

where dhop is the distance between node x and x0, k is the
wavelength, Rs is the symbol rate. Other parameters are pre-
sented in Table 1. Note that Rb = Rs � b, where b is the modu-
lation order. The unreliable link models are approximated
for AWGN and Rayleigh block fading channels respectively
as follows (refer to Zhang et al. [17] for more details):

(1) AWGN channels
plgð�cÞ ¼ ð1� 0:1826am

� expð�0:5415bm�cÞÞNb ; if bm � �c
P 2; ð13Þ
(2) Rayleigh fast fading channels
plf ð�cÞ ¼ 1� am

2bm�c

� �Nb

; ð14Þ
(3) Rayleigh block fading channels
plbð�cÞ ¼ exp
�4:25log10Nb þ 2:2

bm�c

� �
; when am

¼ 1;

ð15Þ
where am and bm rely on the modulation type and order,
e.g., for Multiple Quadrature Amplitude Modulation
(MQAM) am ¼ 4ð1� 1=

ffiffiffiffiffi
M
p
Þ=log2ðMÞ and bm = 3log2 (M)/

(M � 1). For BPSK, am = 1 and bm = 2.
2.3. Reliable transmission

Because of the unreliability of propagation channels,
retransmission and acknowledgement mechanisms are
adopted in this paper to ensure a reliable transmission.
According to the derivation in [14], the average number
of transmissions needed to ensure a successful reception,
Ntx, is computed by:

Ntx ¼
1

plðdhop; PtÞ
: ð16Þ
2.4. Mean energy distance ratio per bit (EDRb)

EDRb derived in [14] is adopted as the metric of energy
consumption. The mean energy consumption per bit for
the successful transmission over one hop E1hop including
the energy needed for retransmissions is given by
E1hop ¼ EbðPtÞ � Ntx.

According to the definition, EDRb is formulated as:

EDRb ¼ E1hop

dhop
¼ Ec þ K1 � Pt

dhop � pl
: ð17Þ
2.5. Mean Delay Distance Ratio (DDR)

DDR is adopted as the metric of mean delay and is ob-
tained by [14]:
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DDR ¼ DhopNtx

dhop
¼ Dhop

dhop � pl
; ð18Þ

where Dhop is defined as the sum of three delay
components:

Dhop ¼ Tqueue þ Ttx þ Tack: ð19Þ
Here, Tqueue is the queuing delay during which a packet
waits for being transmitted; Ttx ¼ NbþNhead

RbRcode
is the transmis-

sion delay and Tack = sack � Ttx.

3. Energy–delay tradeoff of one-hop transmissions

This section concentrates on the analysis of the energy–
delay tradeoff of one-hop transmissions on the basis of
EDRb and DDR using the analysis method in [14]. According
to the definitions of EDRb (17) and DDR (18), the lower
bound of the energy–delay tradeoff of one-hop transmis-
sions can be formulated as:

minimize : EDRbðd; PtÞ
subject to : DDRðd; PtÞ 6 ddr;

ð20Þ

where ddr is a delay constraint.

3.1. Pareto front of energy–delay tradeoff

According to (11), the transmission distance is related

to c: dhop ¼ K2Pt
c

� �a
. Then, EDRb (17) and DDR (18) are con-

verted to functions of Pt and c as follows:

EDRbðc; PtÞ ¼
Ec þ K1Pt

ðK2PtÞ
1
a
� gðcÞ ð21Þ

DDRðc; PtÞ ¼
Dhop

ðK2PtÞ
1
a
� gðcÞ ð22Þ

where gðcÞ ¼ c
1
a

plðcÞ. Note that the initial variables of our optimi-
zation problem (d,Pt) have been replaced by c, Pt. And then,
the Pareto front is obtained by simplifying Theorem 1 in [14].

Theorem 1. The lower bound of the energy–delay tradeoff is
provided by the Eqs. (21) and (22) if

copt ¼ arg min
c

gðcÞ:
Proof. Refer to Appendix A in [14]. h

Theorem 1 provides an interesting result that achieving
Pareto front is constrained by a constant SNR copt:

EDRbopt ¼
Ec þ K1Pt

ðK2PtÞ
1
a
� gðcoptÞ; ð23Þ

DDRopt ¼
Dhop

ðK2PtÞ
1
a
� gðcoptÞ: ð24Þ

Note that copt is subject to a joint selection (Popt,dopt).
Therefore, when a delay constraint ddr is set, according
to (24), the optimal transmission power satisfying this de-
lay constraint, Popt, is calculated by:

Popt ¼
1

K2

gðcoptÞ � Dhop

ddr

� �a

: ð25Þ
It is obvious that the optimal transmission power is a
monotonic decreasing function with respect to ddr.

Furthermore, the corresponding optimal transmission
distance, dopt, is obtained according to (11), as follows:

dopt ¼
K2Popt

copt

 !1
a

¼
gðcoptÞ � Dhop

c1=a
opt � ddr

: ð26Þ

Therefore, substituting (25) into (21), the minimum energy
consumption under a delay constraint ddr is:

EDRbopt ¼ Ec
ddr
Dhop

þ gðcoptÞ
a K1

K2

ddr
Dhop

� �1�a

: ð27Þ

According to the expression of (27), it can be easily de-
duced that EDRbopt is a convex function with respect to
ddr as shown in Fig. 1. Furthermore, note that a lowest
point exists in the curve of EDRbopt—ddr,representing the
minimum energy consumption point. On the right of the
lowest point, the energy consumption increases with the
delay because the transmission power is too small which
results to very small hop distance, i.e., the increase of the
hop number, which certainly should be avoided in practice.
While the curve on the left side of the lowest point is ex-
actly the Pareto front of the energy–delay tradeoff, in other
words, the Pareto front is a subset of the lower bound of
energy–delay tradeoff. This Pareto front separates the
EDRb—ddr area into two parts: feasible area and infeasible
area as shown in Fig. 1. That is to say, the point corre-
sponding to the energy–delay state of a network could ex-
ist in the feasible area, but is not possible to access the
infeasible area.

Hence, in order to obtain the Pareto front of the energy–
delay tradeoff, we need not only the lower bound of en-
ergy–delay tradeoff but also the lowest point in the lower
bound, i.e., the minimum EDRb: EDRbmin, and its corre-
sponding ddr, ddrmax. We analyze the lowest point in the
following subsection.

3.2. Minimal energy point

In this subsection, we derive EDRbmin; ddrmax and the
corresponding optimal transmission power and distance,
Fig. 1. Lower bound and Pareto front of the energy–delay tradeoff.
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because these parameters are very important for delay-tol-
erant applications.

Through Lagrange method, letting @EDRbopt

@ddr ¼ 0, we
obtain:

EDRbmin ¼ gðcoptÞ
aEc

a� 1
K1ða� 1Þ

EcK2

� �1
a

; ð28Þ

and its corresponding ddr:

ddrmax ¼ gðcoptÞDhop
K1ða� 1Þ

EcK2

� �1
a

: ð29Þ

Note that EDRbmin provides the lower bound of energy
efficiency of a system.

3.2.1. Energy-optimal transmission power P0

Substituting (29) into (24), we obtain the minimum
optimal transmission power:

P0 ¼
Ec

K1ða� 1Þ : ð30Þ

Substituting (7) and (8) into (30) yields:

P0 ¼
Pstart

bampða� 1Þ �
2Tstart

NbþNhead
RbRcode

þ PtxElec þ PrxElec

bampða� 1Þ ; ð31Þ

where NbþNhead
RbRcode

is the transmission duration of a packet.

Since NbþNhead
RbRcode

� Tstart generally, the first part of (31) can be

neglected. Thus, we get:

P0 �
PtxElec þ PrxElec

bampða� 1Þ : ð32Þ

According to (32), it should be noted that P0 is indepen-
dent of pl(c) and consequently independent of the modula-
tion and the type of channel. Based on this result, for delay-
tolerant applications, we can set the transmission power of
a node according to (32) to minimize the total energy con-
sumption, no matter what kind of modulation is used and
in what type of channel. Moreover, P0 provides a threshold
of transmission power under which a node will be running
in an inefficient state such as the right side curve of the
lowest point as shown in Fig. 1.

Furthermore, (32) shows that the characteristics of the
amplifier have a strong impact on P0. When the efficiency
of the amplifier is high, i.e., bamp ? 1, P0 reaches its maxi-
mum value, so that long-hop routes should be used. It
coincides with the result of [18]. Meanwhile, it is clear that
when the environment of transmission deteriorates,
namely, a increases, P0 decreases meaning that short-hop
routes should be adopted.

3.2.2. Energy-optimal transmission range d0

When P0 and copt are given, the corresponding transmis-
sion distance, d0, may be calculated according to (11), as
follows:

d0 ¼
K2P0

copt

 !1
a

¼ K2Ec

K1 � copt � ða� 1Þ

 !1
a

: ð33Þ
4. Energy–delay tradeoff of multihop transmissions

In this section, we extend the results of the one-hop
transmission case developed in Section 3 to the scenarios
of multihop transmissions. Meanwhile, the closed-form
expressions of lower bound of energy–delay tradeoff are
derived in different kinds of channels.

The lower bound of energy–delay tradeoff of a multihop
transmission can be abstracted as an optimization problem:

minimize : Etot;

subject to : Dtot ¼ delay constraint;
ð34Þ

where Etot and Dtot are respectively the end to end energy
consumption and delay between the source and destina-
tion nodes. To solve this optimization problem, two related
theorems about energy and delay are firstly introduced.

4.1. On the optimality of a uniform repartition

Theorem 2. In a homogeneous linear network, a source node
x sends a packet of Nb bits to a destination node x0 using n
hops. The distance between x and x0 is d, and the path-loss
exponent is greater than 2, a P 2. The length of each hop is
d1,d2, . . . , dn respectively and the average EDRb of each hop is
denoted as EDRbðdiÞ where i = 1, . . . ,n. The minimum mean
total energy consumption Etotmin is obtained if and only if
d1 = d2 = � � � = dn:
Etotmin ¼ d� Nb � EDRbðd=nÞ: ð35Þ
Proof. Refer to Appendix D in [14]. h
Theorem 3. On the same assumption as Theorem 2, the
mean hop delay per meter is referred to as DDRðdiÞ where
i = 1, . . . ,n. The minimum mean end to end delay Dtotmin is
given, if and only if d1 = d2 = � � � = dn, by:

Dtotmin ¼ DDRðd=nÞ � d: ð36Þ
Proof. Refer to Appendix E in [14]. h

Based on Theorems 2 and 3, we conclude that, regarding
a pair of source and destination nodes with a given number
of hops, the single scenario which minimizes both mean en-
ergy consumption and mean transmission delay, corre-
sponds to each hop with uniform distance along a linear
path as shown in Fig. 2. As a result, the optimization about
energy and delay for a single hop will bring the optimization
of the same performance for the multihop transmission.
Hence, the optimization problem (34) can be converted to
the problem (20). Consequently, minimizing energy and de-
lay in a multihop transmission can be achieved by finding
the best couple of parameters (dopt, Popt) for a one-hop trans-
mission. In other words, the results obtained in Section 3 can
be extended directly to the case of multihop transmissions.

As analyzed above, when g(copt) is obtained, the Pareto
front and the lower bound of the energy–delay tradeoff
and the lower bound of energy efficiency are achieved at
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the same time. In order to obtain copt and g(copt), solving
@gðcÞ
@c ¼ 0, we get:

copt ¼
plðcoptÞ

apl0ðcoptÞ
ð37Þ

where pl0(�) is the first derivation of pl(�). (37) shows that
copt depends on the kind of channel. In the following sub-
section, how to obtain copt, g(copt) and the Pareto front of
energy–delay tradeoff in different channels is presented.

4.2. Pareto front of the energy–delay tradeoff in specific
channels

In this subsection, the lower bound of energy–delay
tradeoff and the minimum energy point are analyzed in
AWGN, Rayleigh fast fading and Rayleigh block fading
channels and a general solution is given for the other
scenarios.

4.2.1. AWGN
Substituting (13) into (37) and solving the equation of c

yield:

coptg ¼

�1� aNbW�1

� exp �1
aNb

� �
0:1826amNba

2
4

3
5

0:5415bmaNb
; ð38Þ

where W�1[�] is the branch of the Lambert W function sat-
isfying W(x) < �1 [19]. Substituting (38) into (25) and (26)
respectively, we have Popt and dopt in AWGN channels un-
der a delay constraint ddr as follows:

Poptg ¼
Dhop

ddr

� �a

1�0:1826am exp
1

aNb
þW�1

�exp �1
aNb

� �
0:1826amNba

2
4

3
5

0
@

1
A

0
@

1
A
�aNb

�

�1�aNbW�1

�exp �1
aNb

� �
0:1826amNba

2
4

3
5

0:5415bmaNbK2

��

1þaNbW�1

�exp �1
aNb

� �
0:1826am Nba

2
4

3
5

0:5415bmaNbK2

Dhop

ddr

� �a

when Nb >100;

ð39Þ

and

doptg ¼
Dhop

ddr
1�0:1826am exp

1
aNb
þW�1

�exp �1
aNb

� �
0:1826amNba

2
4

3
5

0
@

1
A

0
@

1
A
�Nb

�Dhop

ddr
:

ð40Þ

Meanwhile, the energy-optimal transmission range d0g

is obtained by substituting (38) and (30) into (33):

d0g ¼
�0:5415bmK2NbEca

K1ða� 1Þ 1þ aNbW�1
�e
� 1

Nb �a

0:1826amNba

� �� �
0
BB@

1
CCA

1
a

: ð41Þ
Fig. 2. Equivalent hop distance transmission.
Substituting (38) into (13), we have the optimal link
probability in AWGN channels:

ploptg ¼ 1�0:1826am exp
1

aNb
þW�1

�exp �1
aNb

� �
0:1826amNba

2
4

3
5

0
@

1
A

0
@

1
A

Nb

�1 when Nb >100:

ð42Þ

This means that in the optimal configuration, the radio
links are reliable.

The lower bound of energy–delay tradeoff according to
(27) and its corresponding Popt and dopt in an AWGN chan-
nel are shown in Fig. 3 where the related parameters are
listed in Table 1. Here, coptg = 9.43 dB and ploptg = 96.55%.

4.2.2. Rayleigh block fading
Substituting (15) into (37) and solving the equation, we

obtain:

coptb ¼
að4:25log10ðNbÞ � 2:2Þ

bm
: ð43Þ

Substituting (43) into (25) and (26) respectively, we
have Popt and dopt in Rayleigh block fading channel under
a delay constraint ddr as follows:

Poptb ¼
e � a � ð4:25log10ðNbÞ � 2:2Þ

bmK2

Dhop

ddr

� �a

ð44Þ

and

doptb
¼ e

1
a

Dhop

ddr
: ð45Þ

Substituting (43) and (30) into (33) yields:

d0b ¼
bmK2Ec

K1ða2 � aÞð4:25log10ðNbÞ � 2:2Þ

� �1=a

: ð46Þ

As for the optimal link probability, substituting (43)
into (15) yields:

ploptb ¼ e�
1
a: ð47Þ
0.05 0.1 0.15 0.2 0.25 0.3
ddr (ms/m)

Fig. 3. Theoretical lower bound of the energy–delay tradeoff in an AWGN
channel.
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The lower bound of energy–delay tradeoff according to
(27) and its corresponding Popt and dopt in a Rayleigh block
fading channel are shown in Fig. 4 where the related
parameters are listed in Table 1. Here, coptb = 12.65 dB
and ploptb = 71.65%.

4.2.3. Rayleigh fast fading
Substituting (14) into (37) and solving this equation, we

have:

coptf ¼
amð1þ aNbÞ

2bm
: ð48Þ

Substituting (48) into (25) and (26) respectively, we ob-
tain Popt and dopt in this kind of channel under a delay con-
straint ddr as follows:

Poptf ¼
amð1þ aNbÞ 1þ 1

aNb

� �aNb

2K2bm

Dhop

ddr

� �a

� 1:359amð1þ aNbÞ
K2bm

Dhop

ddr

� �a

when Nb > 1 ð49Þ

and

doptf ¼ 1þ 1
aNb

� �Nb Dhop

ddr
�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2:718a
p Dhop

ddr
: ð50Þ

Substituting (48) and (30) into (33) as follows:

d0f ¼
2bmEcK2

ða� 1ÞK1amðaNb þ 1Þ

� �1
a

: ð51Þ

Meanwhile, the optimal link probability is obtained by
substituting (48) into (14) as follows:

ploptf ¼ 1þ 1
aNb

� ��Nb

� 2:718�
1
a when Nb > 100: ð52Þ

The lower bound of the energy–delay tradeoff according
to (27) and its corresponding optimal Popt and dopt in a Ray-
leigh fast fading channel are shown in Fig. 5 where the re-
lated parameters are listed in Table 1. Here, coptf = 32.83 dB
and ploptf = 71.65%.

4.2.4. Other scenarios
Except the above three scenarios, there are a lot of sce-

narios in which we can not find the closed-form expression
of copt and g(copt).

The first problem arises when the expression of the link
probability is derived but the closed-form expression of
copt is not obtained. For example, let us consider that the
type of channel is Nakagami-m block fading channel
(m – 1) or a coding scheme is employed. In this kind of sit-
uation, the sequential quadratic programming (SQP) meth-
od in [20] can be adopted to solve the optimization
problem of minimizing g(c). Then the exact value of copt

and g(copt) are obtained. Subsequently, (27) gives the cor-
responding lower bound of the energy–delay tradeoff.

Another problem is drawn when we are not able to get
the expression of the link probability. In this situation, we
have to estimate the value of g(copt). According to (22),
when Pt is fixed, g(copt) is obtained by minimizing the value
of DDR. Meanwhile, we deduce that DDR

Dhop
¼ 1

pl�dhop
from (18).

Hence, the method of finding g(copt) is searching the max-
imum value of pl � dhop. Based on the above analysis, we use
two nodes: between them one is assigned as transmitter
and the other is assigned as receiver. Then, the following
three steps are introduced to find g(copt):

� Set a transmission power, for example, 0 dB.
� Measure the value of pl � dhop for different distances and

try to find its maximum value, i.e., max (pl � dhop), and
recode the corresponding c.
� Calculate the value of g(copt) through
gðcoptÞ ¼
ðK2PtÞ

1
a

maxðpl � dhopÞ
: ð53Þ
So far, the value g(copt) can be obtained in any condition,
and the lower bound of the energy–delay tradeoff is
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achieved on the basis of (27). The corresponding Popt and
dopt are obtained by (25) and (26) respectively, while the
corresponding d0 is obtained by (33).
4.3. Discussions

The energy–delay tradeoff curves reveal the relation-
ship between the transmission power, the transmission
delay and the total energy consumption:

(1) For smaller delays (fewer hops), more energy is
needed due to the high transmission power needed
to reach nodes located far away.

(2) An increased energy consumption is not only trig-
gered by communications with few hops but also
arises for communications with several hops where
the use of a reduced transmission power leads to
too many retransmissions, and consequently wastes
energy, too. Hence, the decrease of the transmission
power does not always guarantee a reduction of the
total energy consumption.

(3) For a given delay constraint, there is an optimal
transmission power that minimizes the total energy
consumption.

Another point that should be noted is the optimal link
probability plopt in each channel. According to (42), (47)
and (52), we easily conclude that the optimal link probabil-
ity is independent of ddr in each channel, but depends on
the type and order of modulation, Nb and a. When
Nb > 100, the link probability in AWGN channel approxi-
mates to 1, which means reliable links are the optimal
links to minimize both EDRb and DDR. However, in Ray-
leigh fast fading and block fading channels, ploptb = -
ploptf = 71.65% when a = 3, which clearly corresponds to
unreliable links. In conclusion, it is helpful to reduce en-
ergy consumption by making best use of unreliable links
in these two kinds of channels.

To explain the effect of unreliable links on energy effi-
ciency more distinctly, the comparison of energy–delay
tradeoff is provided in Fig. 6 under two conditions: opti-
mized link probability and fixed link probability. For the
fixed link probability, the BER is set to 10�5, i.e.,
pl = 97.47% according to most of works such as [21]. These
figures show that, in Rayleigh fast fading and block fading
channels, the energy consumption is heavily reduced when
the link probability is optimized, i.e., plopt = 71.65%. How-
ever, the energy consumption is almost the same for two
conditions in AWGN channels, which verifies our analysis
above and indicates the importance of the optimization
of link probabilities.

Though the lower bound of the energy–delay tradeoff is
derived in linear networks, it will be shown by simulations
in Section 5 that this bound is proper for 2-dimensional
Poisson distributed networks also.
5. Simulations

The purpose of this section is to verify the theoretical
analysis of the lower bounds of the energy–delay tradeoff
and the energy efficiency in a 2-dimensional Poisson dis-
tributed network by simulations, although these theoreti-
cal results are obtained in a linear network.

5.1. Simulation setup

In the simulations, the lower bounds on the energy–de-
lay tradeoff and on EDRb are evaluated in an area A of sur-
face SA ¼ 100� 1200m2 using the simulator Wsnet [22].
The nodes are uniquely deployed according to a Poisson
distribution (58).

All the other simulation parameters concerning a node
are listed in Table 1. The distance between the source node
and the destination node is 1000 m. The source node trans-
mits only one DATA packet of 320 bytes to the destination
with BPSK modulation. Relay nodes adopt decode and for-
ward transmission mode and will immediately transmit
ACK packet of 26 bytes to the transmitter when receiving
the DATA packet correctly. For every hop, the transmitter
will retransmit the DATA packet until it is received by
the next relay node, that is to say, there is no retransmis-
sion limit in order to ensure the reliability. A simulation
will be repeated for 2000 times in each different
configuration.

The network model used in the simulations assumes
the following statements:

� The network is geographical-aware, i.e., each node
knows the position of itself and all the neighbor nodes
in the simulation network.
� Each node in the simulation network has the same fixed

transmission power.
� The nodes sleep when they are not the relay nodes

based on a perfect duty cycle scheduling algorithm in
order to avoid energy consumption by overhearing.

5.2. Simulations of the energy–delay tradeoff

To verify the lower bound of the energy–delay tradeoff,
two routing schemes are used in the simulations: greedy
routing [23] and PRR � distance routing [13], and 802.11
DCF protocol is adopted for MAC layer.

The original greedy routing protocol provides a poor
performance on energy efficiency and delay [13], so the
optimal transmission distance is employed as the maxi-
mum transmission distance of every hop. In addition, in
this scope the node closest to the destination node is se-
lected as relay node.

The main idea of PRR � distance routing protocol is
that a source node measures the link probability for each
neighbor node using Packet Reception Ratio (PRR). Then,
the source node calculates the metric PRR � d of each
node, where d is the distance between the source and
its neighbor. Finally, the source selects the node with
the maximum value of PRR � d among all its neighbors
in the direction of the destination node. In the simula-
tions, the PRR is computed according to (15) for
Rayleigh block fading channel and (13) for AWGN
channel.

In the 802.11 DCF protocol, we set the Request to Send
(RTS) threshold bigger than the length of DATA packet, i.e.,
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Fig. 6. Effect of optimal link probability on the energy–delay tradeoff in different channels.
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RTS and CTS will not be sent before the transmission of
DATA packet because there is no collision due to the low
traffic.

Figs. 7 and 8 provide the simulation results with differ-
ent node densities in the simulation area compared with
the theoretical lower bound of the energy delay tradeoff
in an AWGN channel and a Rayleigh block fading channel
respectively. These results show that:

(1) The theoretical lower bound on EDRb is adequate for a
2-D Poisson network although its derivation is based on
a linear network.
With the increase of the node density, the simula-
tion result is approaching the theoretical lower
bound because relay nodes selected by the routing
scheme are more and more near the optimal trans-
mission distance of each hop when the node density
increases. We can deduce that the lower bound can
be reached when the node density is big enough.
Hence, we can conclude that the theoretical lower
bound of energy–delay tradeoff is suited to Poisson
networks.
(2) The optimal physical configuration is important to
achieve the best network performance.
When the node density is reduced, theoretical and
simulation based curves for the lower bound of the
energy–delay tradeoff diverge. In that case, the
source node can not find a relay node in the optimal
transmission range and has to search for a further or
closer relay node, which increases both the energy
consumption and the delay.

(3) Unreliable links play an important role for energy sav-
ings in Rayleigh block fading channels.
In simulations, the mean link probability is 64% for
PRR � distance routing and 73% for greedy routing
protocols respectively. Hence, unreliable links also
contribute to reach the lower bound on energy–
delay tradeoff (as presented in Section 3).

5.3. Simulations of the lower bound of EDRb

The simulations regarding the lower bound of EDRb are
also implemented in AWGN and Rayleigh block fading
channels. The lowest point of each curve in Figs. 7 and 8
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corresponds to the most energy efficient point, which re-
veals that the increase of node density is helpful to let
the network performance on energy efficiency achieve
the theoretical lower bound.

In Fig. 9, simulation results are given for different trans-
mission distances between the source and the destination
nodes. Here 400 nodes are deployed in the simulation area.
These results indicate that the theoretical lower bound on
the energy efficiency EDRb is valid for a Poisson network
though its derivation is based on a linear network.
6. Applications of the lower bound of the energy–delay
tradeoff

The closed-form expression of the lower bound of the
energy–delay tradeoff is obtained in Section 3 and is veri-
fied in Section 5 by simulations. In this section, we will ex-
plain how to use these results to optimize the parameters
in a network.

During the planning phase of a WSN, the first job is to
select the hardware platform of nodes to satisfy the perfor-
mances of a network and other constraints such as the
budget. For example, if there are two kinds of hardware,
the performance of both kinds of nodes can be directly
evaluated using the energy–delay framework proposed in
the previous section. These results provide a reference for
the hardware selection.

Another important work in the planning phase is to
optimize the physical parameters. These parameters in-
clude not only node parameters such as the transmission
rate, the type and order of modulation, the choice of coding
scheme and so on, but also the network parameters such as
the node density and protocol parameters such as the
number of bits in a data packet and in an ACK packet. we
notice that the closed-form expression of the lower bound
of the energy–delay tradeoff, (27), includes all parameters
of the physical, MAC and routing layers. Therefore, (27)
provides a cross-layer framework to both evaluate the en-
ergy–delay performance and optimize these parameters.
This framework can be used in the following applications:

(1) Performance evaluation: During the design or the
planning phase of a network, these results about
the performance evaluation provide the basis for
the choice of sensor nodes and for the choice of rout-
ing and MAC layer protocols.

(2) Benchmark of performance: Regarding the design of a
protocol, the best performance of a network
obtained by this framework can act as the bench-
mark performance in order to measure the perfor-
mance of a protocol and to adjust its parameters.

(3) Parameter optimization: We can optimize parameters
such as the transmission power according to the
request of performance of a network on the basis
of the framework.
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In this section, we focus on how to optimize these
parameters using this framework. The effect of parameters

including physical layer and protocol layer on both EDRbopt

and DDRopt is analyzed. We assume that the transmission
power Pt is given. For all the results provided hereafter,
the values of physical parameters that are not analyzed
are given in Table 1.

6.1. Physical layer parameters

Firstly, on the basis of (21) and (22), the effects of the
coding scheme, the modulation order and the transmit rate
on the lower bound of the energy–delay tradeoff are
studied.

6.1.1. Channel coding
Because Rcode < 1 and fEc;K1;Dhopg / 1=Rcode, introduc-

ing a coding scheme results in the increase of these param-
eters. However, coding can reduce the probability of bit or
block error and brings the decrease of g(copt). To show the

tradeoff of these two contrary effects on EDRbopt and
DDRopt , Hamming code (7,4) is used as an example in three
kinds of channels.

The results in Fig. 10 indicate that this kind of coding is
efficient only in fast fading channel, i.e., code words are
spread over different channel states. It even introduces
more energy expenditure in AWGN and Rayleigh block fad-
ing channels. Therefore, it is the type of channel that deci-
des if a coding scheme should be used.

6.1.2. Transmission rate Rs

In order to investigate the effect of Rs on EDRb and DDR,
we first look for their derivatives with respect to Rs:

@EDRb
@Rs

¼ 1
a
� 1

� �
R

1
a�2
s � CE�Rs; ð54Þ

@DDR
@Rs

¼ 1
a
� 1

� �
R

1
a�2
s � CD�Rs; ð55Þ

where

CE�Rs ¼
ð4pÞ

2
agðcoptÞðPrxElecþPtxElecþPtbampÞð1þsackÞð1þsheadÞ

b �Rcode

GtantGrantPtk
2

LN0

 !�1
a

;

CD�Rs ¼
ð4pÞ

2
aðNbþNheadÞð1þsackÞgðcoptÞ

b �Rcode

GtantGrantPtk
2

LN0

 !�1
a

:

It is clear that CE�Rs > 0 and CD�Rs > 0 and easily deduced

that @EDRb
@Rs

< 0; @DDR
@Rs

< 0. Thus, EDRb and DDR are monotonic
decreasing functions with respect to Rs. The results in
Fig. 11 in the three kinds of channel verify this analysis.
Hence, according to this conclusion, the maximum trans-
mit rate that a node can reach should be used in order to

minimize both EDRb and DDR at the price of the increase
of the transmission bandwidth.

6.1.3. Modulation
In order to achieve the optimal order of modulation,

bopt, we solve @EDRb
@b ¼ 0 and @DDR

@b ¼ 0, then obtain:
bopt ¼
gðcoptÞ

g0ðcoptÞc0opt
¼

a � copt � plðcoptÞ
c0optðplðcoptÞ � a � copt � pl0ðcoptÞÞ

: ð56Þ

According to (42), (47) and (52), pl(copt) in the three kinds
of channels approximate constant, namely, pl0(copt) � 0.
Thus,

bopt �
a � copt

c0opt
: ð57Þ

On the basis of (57) and copt in different channels, we
can see that the optimal modulation order is related with
only two parameters: a and Nb. In Fig. 12, the numerical re-
sults of bopt are shown for the cases of different Nb and a.
One should notice that the numerical results in Fig. 12
indicate that the effect of Nb on bopt can be neglected. For
example, whatever Nb, the optimal modulation is 16QAM
and 64QAM respectively for a = 2 and a = 3 in a Rayleigh
block fading channel. Therefore, the channel path-loss
exponent a is the unique factor that has the impact on
the optimal order of modulation. Furthermore, we notice
that the order of modulation increases with respect to a.
Finally, we can conclude that the optimal modulation is
obtained when the path-loss exponent and the type of
channel are known.

6.1.4. Optimal transmission power
According to the analysis in Section 3, we know that

there exists an optimal transmission power (25), when a
delay constraint ddr is set. When there is no delay request,
P0, obtained by (32), is the optimal transmission power to
minimize the total energy consumption. Moreover, P0 pro-
vides a threshold of transmission power under which a
node will be running in an inefficient state as described
in Section 3. Therefore, the transmission power of each
node in a network should not be configured smaller than
P0.

6.2. Protocol layer parameters

6.2.1. Number of bits in an ACK packet Nack and in a header
Nhead

Because fK1; Ec;Dhopg / fNack;Nheadg,it is easily de-
duced that the increase of Nack and Nhead leads to the incre-
ment of total EDRbopt and DDRopt as shown in Fig. 13.
Therefore, removing the ACK packet and the packet header
could represent a good solution in the viewpoint of energy
saving. However, due to the unreliability of wireless links
as described in Section 1, a lot of protocols adopt an ACK
packet as a feedback mechanism. However A packet header
is mandatory for packet synchronization. Consequently,
Nack and Nhead should be reduced as less as possible.

6.2.2. Number of bits in a data packet Nb

Since fEc;K1g / 1=Nb,the increase of Nb diminishes Ec

and K1, but enlarges g(copt). Thus, these two contrary ef-
fects on EDRbopt bring on an optimal number of bits. The re-
sults in Fig. 13 validate our analysis in three kinds of
channels. Meanwhile, the results in these figures indicate
that the increase of Nack and Nhead leads to the increase of
the optimal Nb. For instance, in a Rayleigh block fading
channel, Nbopt = 300 bytes when Nack = 13 bytes and
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Fig. 10. Effect of a coding scheme on the energy–delay tradeoff in different channels.
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Nhead = 2 bytes, while Nbopt = 650 bytes when Nack = 28 -
bytes and Nhead = 2 bytes.
In addition, when there is no ACK packet and packet
header, Nb should be as small as possible. However, as
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Fig. 12. Effect of modulation on the energy–delay tradeoff in different channels.
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mentioned above, an ACK packet and a packet header are
necessary for most of cases, thus, we focus on the results
with Nack and Nhead. It should be noticed that the difference
of corresponding EDRbopt between Nbopt and non-optimal
Nb is very small especially in AWGN channels and Rayleigh
block fading channels, so that the optimization of Nb can be
neglected.

Meanwhile, under a ddr constraint, the simultaneous
increase of Nb leads to the increase of dopt and Popt in the
three kinds of channels mentioned, according to (40),
(45), (50), (39), (44) and (49). This means a long-hop trans-
mission should be used, which is helpful to reduce the
node density of a network. Consequently, Nb can be big
properly in order to diminish the cost of a network.
6.2.3. Delay from MAC protocol Tqueue

According to (18), the increase of Tqueue will lead to the
increment of Dhop. It can be deduced that the transmission
power should be increased to satisfy the same delay con-
straint on the basis of (27) and EDRb will be increased.
The numerical results in Fig. 14 verify the above analysis.
This conclusion shows that the process leading to the
increase of Tqueue, such as RTS and CTS should be
reduced or removed, to improve the energy efficiency of
a network.
Besides the above parameters, the effect of the other
parameters such as the strength of fading of a channel or
the integration of several parameters can be also analyzed
according to the different applications because this frame-
work includes each physical parameter.
6.3. Minimum node density

The node density of a network is tightly related with its
total cost. A too high node density not only leads to high
cost, but also brings an increase of idle energy which is
not considered here. However, a too low node density re-
sults to more transmission energy consumption because
the distance between two nodes is too long. In this subsec-
tion, we discuss how to config the node density according
to dopt under a delay constraint ddr, or d0 for the delay-tol-
erant applications.

Here, we assume a Poisson distributed network accord-
ing to:

Pðn nodes in SAÞ ¼
ðq � SAÞn

n!
e�q�SA : ð58Þ

where SA is the surface of area A and q is the node density.
The relationship between the node density and the ex-

pected distance between two nearest nodes, �d, is provided



200 400 600 800 1000
1.9

1.95
2

2.05
2.1

2.15
2.2

2.25
x 10−5

Number of bytes in a data packet

m
ea

n 
ED

R
b 

(m
J/

bi
t/m

)
Mean EDRb vs Nb in an

NACK =  Nhead = 0 byte

NACK = 8  bytes  Nhead = 2 bytes

NACK = 18 bytes  Nhead = 2 bytes

(a) mean EDRb AWGN

200 400 600 800 1000
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9

4 x 10−5

Number of bytes in a data packet

m
ea

n 
ED

R
b 

(m
J/

bi
t/m

)

Mean EDRb vs Nb in a Rayleigh

NACK = Nhead = 0 byte

NACK = 13 bytes  Nhead = 2 bytes

NACK = 28 bytes  Nhead = 2 bytes

(b) mean EDRb Rayleigh 
           block fading

50 100 150 200
0.8

1

1.2

1.4

1.6

1.8

2
x 10−4

Number of bytes in a data packet

m
ea

n 
ED

R
b 

(m
J/

bi
t/m

)

Mean EDRb vs Nb in a Rayleigh

NACK = Nhead = 0 byte

NACK = 38 bytes  Nhead = 2 bytes

NACK = 63 bytes  Nhead = 2 bytes

(c) mean EDRb Rayleigh 
               fast fading

200 400 600 800 10000.035

0.036

0.037

0.038

0.039

0.04

0.041

Number of bytes in a data packet 

m
ea

n 
D

D
R

 (u
s/

bi
t/m

)

Mean DDR vs Nb in an

NACK = Nhead  = 0 byte

NACK = 8 bytes  Nhead = 2 bytes

NACK =18 bytes Nhead = 2 bytes

(d) mean DDR AWGN

200 400 600 800 1000
0.06

0.062
0.064
0.066
0.068
0.07

0.072
0.074

Number of bytes in a data packet

m
ea

n 
D

D
R

 (u
s/

bi
t/m

)

Mean DDR vs Nb in a Rayleigh

NACK = Nhead  = 0 byte

NACK = 13 bytes  Nhead = 2bytes 

NACK = 28 bytes  Nhead = 2 bytes

(e) mean DDR Rayleigh
           block fading

50 100 150 200

0.2

0.25

0.3

0.35

0.4

Number of bytes in a data packet
m

ea
n 

D
D

R
 (u

s/
bi

t/m
)

Mean DDR vs Nb in a Rayleigh

ACK = 0 byte
ACK = 40 bytes
ACK = 65 bytes

(f) mean DDR Rayleigh 
           fast fading

 AWGN channel  block fading channel  fast fading channel

 AWGN channel  block fading channel  fast fading channel

Fig. 13. Effect of Nb on the optimal EDRb and DDR.

0 5 10 15 20 25
0

0.5

1

1.5

2 x 10
−3

Tqueue (ms)

m
ea

n 
ED

R
b 

(m
J/

bi
t/m

)

Mean EDRb vs Tqueue in different channels

AWGN
Block fading
Fast fading

Fig. 14. Effect of Tqueue on the energy–delay tradeoff in different channels.

R. Zhang et al. / Ad Hoc Networks 10 (2012) 1306–1321 1319
in [24] in a 2-dimension Poisson distribution network as
follows:

�d ¼
ffiffiffiffi
p
p

2
ffiffiffiffiffiffiffi
qU

p ; ð59Þ

where U is the central angle of a circle sector whose center
point is a node. According to the previous analysis, we
should let �d 6 dopt or �d 6 d0 in order to minimize the en-
ergy consumption, so that we have:

q P
p

4Ufdopt or d0g2 : ð60Þ

Finally, on the basis of (60), the minimum node density
is obtained to improve the energy efficiency and deduce
the transmission latency in a network.

In [25] and [26], the mean distance between two nodes
are presented for Manhattan, hypercubes, and shufflenets
networks. Using the similar method, the minimum node
density can be deduced in these kinds of networks.

6.4. Process of parameters optimization

Integrating the above analysis results, the process of
parameter optimization is explained in detail as the fol-
lowing steps:
(1) The physical parameters of a node should be
obtained and Ec, K1 and K2 are calculated according
to these parameters. Meanwhile, Nhead, Nack and ddr
are obtained according to the protocol using in a
network.
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(2) Rs is decided according to the maximum limit value
of transmission rate of a node.

(3) Select the corresponding Nb according to the
application.

(4) The coding scheme is selected according to the type
of channel.

(5) The order of modulation is optimized using a search-
ing method based on the framework (27).

(6) Calculate the optimal transmission power Popt

according to (25).
(7) Calculate the optimal transmission distance dopt and

minimal node density q on the basis of (26) and (60)
respectively.

7. Conclusions

In this paper, using a realistic unreliable link model, we
explored the lower bound of the energy–delay tradeoff and
the energy efficiency in AWGN, Rayleigh fast fading and
Rayleigh block fading channels. Firstly, we introduced a
metric for energy efficiency, EDRb and a metric DDR for
mean delay, which are combined with the unreliable link
model. EDRb reveals the relation between the energy con-
sumption of a node and the transmission distance which
can contribute to determine an optimal route at the rout-
ing layer. By optimizing EDRb and DDR, a closed-form
expression of the lower bound of energy–delay tradeoff is
obtained for these three kinds of channel. Theoretical anal-
ysis and simulation results showed that unreliable links in
the transmission contribute to improve the energy effi-
ciency of the system under delay constraints, especially
for Rayleigh fast fading and Rayleigh block fading channels.
Meanwhile, simulations in a 2-dimension Poisson network
are provided to verify the theoretical results about the low-
er bounds of the energy–delay tradeoff and the energy
efficiency.

Furthermore, the applications of the lower bound of the
energy–delay tradeoff were presented. A parameter opti-
mization process is proposed to adjust the parameters
from both physical and protocol layers for applications
with or without delay constraint.
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