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Pixels

First pixels in 1965, when the "digital world” moved from a

S representation of images by lines to an array of picture elements
called pixels.

Pixel organisation
problem

Pixel
|

Aspect ratio = W/H (4/3, 16/9,...)
Resolution =W x H

Density (Pixel per Inch, PPI) = —VWZW (where d is the screen
diagonal in “inches")
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Image resolution: W x H
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Pixel organisation
problem

Standard AR and Resolutions

Standard monitor 4:3

TV 3:2

Widescreen monitor 16:10

mNTSC (STD DEF)
' HD 25601440

A HD 1920x1080

= Monitor 2560x1920
A Monitor 20481536
4 Monitor 1600x1200
+ Monitor 1400x1050
+ Monitor 1280x960
‘® Monitor 1024x768.
X Monitor 800600
TV 2560%1707
ATV 1440x960
TV 1281x854

* TV 1152x768

2568¢1920
1800
2561707
2568x1600
1600
2048x1536 2568%1440
1400
Std Monitor _ 1600x1200 1920x1200
1200
140041050 192041080
£ 1000 280960 Tisoeios] ] "0 1080
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=
800 024x768 11504768 s
s00x600 128720 =
600 HO 1200 §
ovo H
400 7200480 H
200
o
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Width

3840 x 2160 (4K UHDTV), 4096 x 2160 (4K Cinema), 7680 x 4320 (8K
UHDTYV), 15360 x 8640 (16K Cinema), 61440 x 34560 (64K Cinema)

[Wikipedial
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Is matrix organisation always meaningful?

T. Maugey Example of omnidirectional capture

360 images

How to represent accurately this image?




Equirectangular representation

Equirectangular or Panorama description
0

=

360 images " <

Sphere Panorama

® Most popular

® Suitable for image processing
applications

But
® Radial distortions
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Cubemap representation

®-» ™ =& -l

Sphere Cube Cube's faces on the panorama

360 images
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Cubemap representation

@®- v = o8-

Sphere Cube Cube's faces on the panorama
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Cubemap representation

360 images

® Used by Facebook
® No radial distortion

[Facebook, "Under the hood: building 360 video."
https://code.facebook.com/posts/1638767863078802/under-the-hood-building-360-video/]
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Cubemap representation

360 images

But
[ ]

Used by Facebook ® Loose some connexion
® No radial distortion informations

[Facebook, "Under the hood: building 360 video."
https://code.facebook.com/posts/1638767863078802/under-the-hood-building-360-video/]
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Pyramidal representation

360 images

@

Pyramid

Storage of several pyramidal representations corresponding to different directions
on the server

[https://code.fb.com/virtual-reality/next-generation-video-encoding-techniques-for-360-video-and-vr/]
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Pyramidal representation

360 images

@

Pyramid

Storage of several pyramidal representations corresponding to different directions
on the server
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Pyramidal representation

360 images

@

Pyramid

Storage of several pyramidal representations corresponding to different directions
on the server

[https://code.fb.com/virtual-reality/next-generation-video-encoding-techniques-for-360-video-and-vr/]
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Uniform sampling

360 images

® Equidistant point

® Connectivity preserved
But

® Not a 2D image anymore
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Aperture does not capture enough light

Aperture

Light fields

Sensor Array
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Aperture is then replaced by a lens
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The lens deviates the light rays

Light fields

Sensor Array
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The rays do not converge to one point, blur appears

Light fields

Sensor Array
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The focus plane position depends on the object distance.

Focus plane

Light fields

F
All the objects whose focus plane is placed at the sensor plane will be
in-focus, all the other ones are out-of-focus
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Examples

Light fields




Light fields

Light field

The light field is parametrized with the two plane coordinates (u,v)
and (z,y). It is called Lg(x,y,u,v) and depends on F.

U

% A@ 4>
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Light field sensing

At the same (x,y), their might be
Light filds —— several Lp(x,y,u,v) coming from

\ different (u,v).

i The value of the light field on the
\ sensor plane at position (z,y) is

]

equal to

: E};“(fcyy) = Flf fu fv LF(x,y,u,v)dvdu
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Light fields

Plenoptic camera

Sensor Array

B I
X

An array of micro-lenses enables to discriminate the ray directions
.. 1
E}pf'(%yﬂuﬂv) = EquU‘ vaV' LF(Q?,%H,v)d'Ud“
iy iy

In practice, (x,y) are discretized as well

B (iz, iy, tu, i) = 73 szXim vev, Juevs, Joevi, Lp(z,y,u,v)dvdudydz

Often, the indexes are removed and the recorded light field is denoted by
E},ﬁ(z,y, u,v), where (z,y, u,v) become indices.
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LF capture

The light field recorded with a distance F' looks like:
u

Light fields [ I—

— \AKVL—i

X Ef (g, iy, iu, i0)
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Pixe
Organisation

T. Maugey

Light fields

71/)1 (iuv 'l"u)




=>\/<= Sub-aperture images

AN

o The pixel array EY (i, iy, iy,%,) can be represented by orientations

T. Maugey

Light fields
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Pixe
Organisation

T. Maugey

Light fields

Epipolar images

The pixel array E¥ (i, i,,i4,1,) can be represented row-by-row




Digital refocusing

The digital refocusing consists in synthesizing images E% with the

HEn el desired focus F’ from a single light field record EY.

The generated image is equal to

BNy =
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Digital refocusing

The digital refocusing consists in synthesizing images E% with the
desired focus F’ from a single light field record EY.

Light fields

The generated image is equal to

E'm(a: ') //LF/ (', vy, u, v)dudvdz' dy’
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Light field's property

With a new distance I’ = oF

Light filds Lp(2',y',u,v) is equal to the value of
light field L at position:

xr =

y:

F' =aF

The acquired image is thus:

25 /34



Light field's property

With a new distance I’ = oF

Light filds Lp(2',y',u,v) is equal to the value of
light field L at position:

r=u(l-21)+

IER

o=,

_ 1
y=v(l-2)+

F' =aF

The acquired image is thus:

ESp(y) = e [, [, Lr (u(l BT G RSt v) dudu
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Digital refocusing

The generated image is equal to
im . . 1 o i
Bopligriiy) = 2_1:2/ / //LF/(a: sy’ u, v)dudvda' dy
o
z’EXiz, y’EYiyl uJ v
Using previous relation between Ly and L,p:

. 1 1 ! 1 y
im . . - _ i _ Z ’ ’
By (igrsiy) = a2F2////LF (u(l a)+ a,v(l a)+ — v dudvdaz’dy

We can write (with ¢(.) equal to the round operation):

: 1 1 iy 1 Doyt
B (i i)~ —— E E E E B (G = =)+ ) 0 (0 = =)+ L) i e
a“F @ @ @ @
VA A T

Light fields
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Digital refocusing

Light fields

1 ) 4

u

(2 . .
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o )s s B

It comes down to summing along the rays of equations
(L(iu(l — Lyp ey y(i,(1— L
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Ejf (i, iy, s iv)

Or simply shifting and summing the sub-aperture images
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Examples

T. Maugey

Light fields




Depth Estimation

T. Maugey

Light fields

< Epipolar plane image

[Wanner, S., Goldluecke, B. (2012, June). Globally consistent depth labeling of 4D light fields. In 2012
IEEE Conference on Computer Vision and Pattern Recognition (pp. 41-48). IEEE.]




Structure Tensor

Let I(p) be an image realization at a pixel position p.
Let VI,(p) and VI,(p) be the horizontal and vertical gradients
respectively.

We define the tensor structure at position p as
Light fields

J(p) =Eup ([VI(r), VI, ()] [VI(r), VI, (r)])
which gives

) 3, wr)Via(p —1)? 3, wr)VIa(p — 1)VIy(p — 1)
S, wE)VIa(p — 1) VI, (p — 1) S, wE)VIy(p — 1)

if w comes from G, a Gaussian kernel centered around p, we have

(Gy * VI%)( ) (G, * VIJCVIy)( )
I(p) = ( (Go i VLYT)D)  (GoxVE) D) )
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Structure Tensor

Tensor’s structure property:

The orientation n is the solution of the following equation:

J(p)n = An

Light fields So the eigenvectors of J(p) are the major orientation at position p
and their corresponding energy is given by the eigenvalues A1 and Ao
(with A1 > o).

The major orientation (A1) is given by the first eigenvector
n— J22(P) — J1,1(P)
2J1,2(p)

with a level of confidence equal to

M= (a(p) — 1a(p)? + 47,
A1+ A (J1,1(P) + J2,2(p))?

[Bigun, J. (1987). Optimal orientation detection of linear symmetry.]

C
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Depth Estimation

Light fields

(a) Allowed (b) Forbidden
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