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Pricing is one of the biggest challenges facing the next generation of the Internet. 

Even if flat rate pricing is one of the main reasons for the success of the Internet, the only 
way to prevent network congestion and to differentiate services is to adopt usage-based 
pricing schemes. We review in this paper, from a mathematical modeling point of view, 
the pricing schemes without resource reservation that have been developed in the litera-
ture. Indeed, an advantage of the absence of reservation in the Internet is that network 
management is cheap. Even if accounting and billing will increase this cost, we believe 
that pricing without resource reservation is the lesser of two evils when costly bandwidth 
reservation procedures are applied. 
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1. INTRODUCTION 
 

The Internet is experiencing tremendous traffic growth. A consequence is that real 
users complain that large data transfers take too long and that they have no way to im-
prove this situation by themselves (by paying more, for instance). To cope with this con-
gestion, it is possible to develop link capacities, but many authors consider that this is 
not a viable solution as the network must respond to increasing demand (and experience 
has shown that the demand for bandwidth has always been ahead of the supply), espe-
cially now that the Internet is becoming a commercial network. Furthermore, incentives 
to achieve fair utilization between customers is not included in the current Internet (see, 
for instance, [1, 2]). For these reasons, it is suggested that the current flat rate fees, where 
customers pay a subscription fee and obtain unlimited usage, be replaced by usage-based 
fees [3]. Also, the future Internet will supply different kinds of services, such as video, 
voice, email, ftp, telnet, and html among others. Each of these applications requires a 
different quality of service (QoS): for example, video needs very small delays and packet 
losses, voice requires small delays but can afford some cell losses, email can afford delay 
(within a given bound), while ftp needs a good average throughput, and telnet benefits 
more from short round trip times. Some pricing incentives should exist so that each user 
does not always need to choose the best QoS for his application, and so that the final 
result is fair utilization of bandwidth. On another hand, we need to be aware of the 
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trade-off between engineering efficiency and economic efficiency; indeed, measurement, 
for example, helps improve the management of the network but is costly.  

In [4], J. Roberts classifies pricing schemes in three categories, flat rate pricing, 
congestion pricing, and transaction pricing, and studies their impact on QoS (see also 
other introductory or overview papers [3, 5-8] and [9], where an interesting time-scale 
methodology and classification is presented). Another classification approach separates 
schemes into edge pricing schemes, where the charge is set only at the edge of the net-
work, and node-per-node pricing schemes. Our paper differs from the previous ones in 
that mathematical models are displayed (when available). We classify the suggestions for 
future Internet pricing in eight different families as follows, most of them being 
sub-categories of congestion pricing in [4].  

 
1. As already explained, a first group of people (see, for instance, [10, 11]) are those ar-

guing that even if the number of customers (and their demands) is growing quickly, 
the network capacity is also adapting itself to the demand. Furthermore, if the system 
has survived so far and has known such success, why should we introduce a costly 
billing model?  

2. For a second group of people, incentive pricing will be necessary to regulate these 
various levels of quality of service, and some services must be guaranteed. As in ATM 
networks, charging models for guaranteed services, such as voice or video, should be 
related to connection acceptance control (CAC) [12-16], resource reservation and ef-
fective bandwidth theory [17]. On the Internet, resource reservation may be done us-
ing RSVP [18]. In [19] and [20], reservation is used and only non-guaranteed services 
are accomplished using best effort techniques adapted to the user’s willingness to pay. 
In [21], CAC and bandwidth reservation are applied to loss networks; a nice charac-
teristic of this approach is that arrival rates for each class of service depend on the 
connection fee of the class. A dynamic programming method is used to obtain optimal 
and quasi-optimal prices, and it is shown that time-of-day pricing efficiently 
approximates congestion pricing. These results are extended in [22] to general loss 
networks (non-exponential holding times), and to the case where the system has prior 
knowledge of connection times, at their arrival. In [23], the pricing of elastic traffic 
flows is related to routing.  

3. Another alternative has been suggested by A. Odlyzko in [24]. The proposal is called 
Paris Metro Pricing (PMP) since it is analogous to the Paris Metro System. The net-
work is decomposed into several separate networks, and each network, working like 
the current Internet, has a different connection fee so that we expect that the most 
expensive networks will not be less congested. Thus, no QoS is guaranteed, but the 
model can be easily implemented without huge overhead.  

4. The Cumulus Pricing Scheme (CPS) [25, 26] is also a simple possibility. A contract is 
negotiated between the ISP and the user. During periods of time, the utilisation is 
measured, and (positive or negative) cumulus points are awarded, depending on 
whether the contract is satisfied or not. At a given time, extra-fees can be charged.  

5. Another group suggests using priority pricing, without reservation of resources (see 
[27-32] and the references therein). Each class is assigned a priority number and is 
served according to this policy at each node of the network. Priority pricing schemes 
are divided into two sub-classes: 
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(a) The first one is posted priority pricing, where each priority class price is estab-
lished in advance. In [27], each customer is assigned a quota for high priority 
packets (following his contract), and if his quota is exceeded, he is charged a pen-
alty the following month. In [28], a priority flag is assigned to each packet ac-
cording to the type of service, but so is a reject flag for services which can bear 
some losses. In [33-35], a discrete time model is described, where the time is di-
vided into time slots. Optimal prices are computed in order to maximize the net-
work benefits.  

(b) The second sub-class is non-posted priority pricing, where the price of the packet 
class depends on the traffic level. In [30], an adaptive priority pricing scheme that 
depends on the context (similar to the principles given in [36]) is used. In [32, 37], 
an optimal incentive-compatible pricing scheme for the M/M/1 multi-class queue 
is studied (note that the result can be easily extended to the M/G/1 queue). 

6. Bidding for priority has also been proposed in [38, 39]. The user makes a bid for each 
packet, and only bids greater than some cutoff values are admitted. In [40-42], auc-
tions for packets are replaced by auctions for bandwidth during specific intervals of 
time to reduce the management overhead. Efficiency, stability and fairness issues are 
solved not only in the case of one node, but also in the case of interconnected net-
works.  

7. Another scheme is the expected capacity theory developed by Clark [43], where pack-
ets are flagged in or out and are served without priority except in the case of conges-
tion, where out packets receive a congestion pushback. 

8. A last group of pricing schemes employs charging for elastic traffic based on transfer 
rates (see also [44]). In Kelly et al.’s work [1, 45], the user decides on his payment 
and receives as the transmission rate what the network allocates to him. In Low et al.’s 
work [2, 46-49], the user decides his own rate and pay for it according to the price 
computed by the network. A variant of Kelly et al.’s work has been given by La and 
Anantharam in [50, 51], where the flow rates are actually controlled by the win-
dow-based algorithm of TCP connections. 

A vast literature has focused in recent years on the future Internet and on the inte-
gration of different services [24, 27-30, 43, 52-55] as well as on the fairness issue (see, 
for instance, [56-60]). Which of the different charging groups will be implemented and 
how prominent they will be in practice can only be guessed. As stated in [30], we believe 
that the arguments in favor of simply overprovisioning the capacity of the Internet is 
dangerous in the current situation. Moreover, capacity reservation for some types of ser-
vices is expensive to implement. We are, therefore, betting that the next pricing scheme 
will be pricing without bandwidth reservation. 

The aim of this paper is to review current works (and when possible, the mathe-
matical models) on pricing without bandwidth reservation theory (from 3 to 8 in the pre-
vious classification). 

2. PARIS METRO PRICING [24] 

The proposal in [24] is to partition a network into several logically separate net-
works (or classes), each having a fixed fraction of the capacity of the entire network. All 
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networks would route packets according to the current TCP and UDP. There is no formal 
guarantee of QoS, but by charging different rates for different classes (served in the same 
way), it is supposed that the most expensive classes will be less congested as a result of 
self-regulation and will then deliver better QoS. The name given to this model, Paris 
Metro Pricing (PMP), is based on the Paris Metro of about 20 years ago, where two 
classes of cars existed in trains, but with exactly the same quality of seats. As tickets 
prices were different, the cars for the most expensive class were less congested leading to 
better perceived QoS. 

The advantage of PMP pointed out by Odlyzko is that, even if no QoS is guaranteed, 
it would permit dispensing with measures, such as RSVP and their complexity, and 
would retain the simpler and cheaper current model of the Internet. 

It is suggested that only a few (3 or 4) subnetworks would be implemented to mini-
mize losses due to not aggregating all the traffic. PMP charges would be assessed on 
each packet, and would probably consist of a fixed charge per packet and a fee depend-
ing on the size of the packet. 

Recently, in [61], Gibbens et al. studied PMP in the case of two Internet service 
providers (ISP) competing to maximize their profits. In their paper, a user joins the net-
work i which maximizes his utility U(θ, i) = V − θQi/Ci − pi, where V is the positive 
valuation of the user, θ is his preference for lack of congestion (θ is assumed to follow a 
uniform distribution in [0, 1]), Qi/Ci is the mass of users divided by the capacity (at net-
work i), i.e., the measure of congestion, and pi is the price per unit time charged by net-
work i. Network i then tries to maximize its benefit pi Qi. It is shown that, at the stable 
point, the ISP will not provide multiple services. By then, they state that PMP may not 
survive under competition (at least if the system follows the given assumptions). 

3. THE CUMULUS PRICING SCHEME (CPS) [25, 26] 

Like PMP, CPS is interesting due to its implementation simplicity. In this scheme, 
the user negotiates with the ISP a given level of utilization or a given QoS during a pe-
riod of time. Say, for instance, that the contract is based on the number of packets sent. If 
this number is V(t) at time t and is measured between period [ti-1, ti], the resulting over or 
under-utilization is  

∫
−

−−−=∆
i

i
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t
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with respect to the expected mean use x per unit of time. Define the thresholds θn (n = 
− N, …, N) such that θi < θj if i < j, and let θ0 = 0. Also, let θ-(N+1) = −∞, and let θ(N+1) = ∞. 
ci cumulus points (positive or negative) are assigned by the ISP to the user during period  
[ti-1, ti] if θci

 ≤ ∆i < θci+1. 
Let ∑=

=Λ
n

i in c
1

 be the sum of the cumulus points assigned to the user during [0,  
tn]. The ISP reacts and renegotiates the contract if .Θ≥Λn  

The tariff function p(x) per unit at service level x has to be determined (the total 
charge is c(x) = xp(x)). For convenience, p(x) will also be used for extra-fees: if the ob-
served service level is x1, the penalty charge is  
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Ψ(x, x1) = c(x1) − (c(x) + c(x1 − x)). 

The following requirements are inserted in order to obtain a fair scheme:  

1. p(x) > 0 is monotonically decreasing; c(x) is monotonically increasing.  
2. Ψ(x, x1) < 0 if x ≠ x1, and Ψ(x, x1) = 0 if x = x1, so that, due to the penalty charge, the 

user has an incentive to indicate his true service level requirement. Ψ(x, x + δ) is 
decreasing in δ.  

3. |Ψ(x, x1)| < |Ψ(βx, βx1)| ≤ β|Ψ(x, x1)| for β > 1, meaning that the penalty is higher for 
high bandwidths, but smaller proportionally for the expected ones.  

For instance, xCxp /)( = fulfills these requirements. It is suggested that no more 
than 3-5 thresholds be used. Moreover, the number of assigned cumulus points should be 
“independent” of the measurement technique for determining x1. Assuming that the sto-
chastic process V(t) is in equilibrium, and performing N independent measurements dur-
ing each interval [ti-1, ti], a confidence interval of E(V) can be obtained using Student 
distribution, at confidence level 1 − α, by a standard Monte Carlo method. Let εα,N be the 
half width of the interval. Then taking θi+1 − θi >2εα,N will ensure that, with probability at 
least 1 − α, the number of assigned cumulus points is not sensitive to the measurement 
technique.  

4. POSTED PRIORITY PRICING 

4.1 Work by Bohn et al. [27] 
 
In their work, Bohn et al. use the 3-bit precedence field in the protocol header to in-

troduce priorities (from 0, the lowest, to 7, the highest) in the traffic as was imagined 
(but not publicized) in the mid-80s when the NSFNET backbone was highly congested. 
This scheme was proposed in [27] as an interim solution before the Internet was redes-
igned to incorporate protocols with bandwidth reservation, but it is worth studying. 

Internet Service Providers negotiate with users some soft quotas for the total vol-
ume of traffic by specific IP Precedence levels: a quota system is introduced to discour-
age users from setting high precedence values throughout their traffic. Another solution 
is to buy a total quota which is a weighted sum of the priority values in its packets per 
unit of time. They suggest the formula 

∑
=

−=
6

2

2

i

i
ixQ α , 

where Q is the total quota used by the costumer, xi is the number of packets sent with 
priority i during the metered period, and α is a parameter greater than 1 (they propose α 
= 2). Priority levels 0 and 1 are not considered in the formula because they are free, and 
priority level 7 is reserved for network management. 

This scheme is not directly related to pricing, but a pricing scheme can be devised 
by the ISP. It can also be seen as a charging scheme somewhere between the previous 
CPS and the next posted priority pricing. 
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4.2 Work by Cocchi et al. [28, 29] 
 
This work also used the 3-bit precedence field in the protocol header to introduce 

priorities. The model is as follows. Let si denote a characterization of the network service 
received by the ith user (1 ≤ i ≤ n), and let Vi(si) denote the ith user’s level of satisfaction, 
expressed in money, with a given network service si (we will give some examples later). 
If the user is charged an amount ci for that service, the overall level of satisfaction is Ui  
= Vi(si) − ci. Each user sends a request σi (not necessarily involving a call set-up). Let σ 
= (σ1, …., σn), and let si(σ) be the resulting network service. Define 

∑∑
==

==
n

i

max
iimax

n

i
ii

max sVVsV
11

))((and))((argmax σσσ σ  

as, respectively, the vector maximizing the total satisfaction and the maximum total sat-
isfaction. As each user is acting selfishly, i.e., is trying to maximize his own satisfaction 
Ui(si(σ)) = Vi(si(σ)) − ci(σ), the system needs to be in Nash equilibrium. Formally, σ is a 
Nash equilibrium if for all i and all ,~σ  Ui(σ) ≥ Ui(σ | ),~

iσ  where (σ | )~
iσ  is the vector 

where the ith coordinate of σ is replaced by σ~ . This means that user i can not alone 
increase his level of satisfaction. A pricing scheme is then said to be acceptable if σmax is 
the unique Nash equilibrium scheme. It can be easily seen that without a pricing scheme, 
i.e., ci(σ) = 0, the Nash equilibrium is unlikely to be achieved. 

The scheme is then illustrated by means of examples. In [29], a simple two-class 
model is simulated on two different network topologies. The two different classes have 
different service priorities at each switch (or node) of the network. Per-byte pricing is 
used with a higher price for the highest priority. The applications considered are e-mail, 
FTP, Telnet and Voice. The different functions, Vi, following the required QoS, are 

 
Vemail = -0.1 (avg. message delay (sec)) 

-(% of messages not delivered in loose delay of 5 minutes), 
VFTP = 100 (average normalized throughput), 
VTelnet = -(avg. packet round trip time (ms))/10, 
VVoice = -(% of packets not obeying the tight delay of 100ms)-d/100, 
 

where d is the average one-way delay of voice packets (in ms). The requests σi are 
merely the priority settings on the packets. In the implementation, each particular appli-
cation is assumed to use the same priority settings. The range of acceptable prices is 
given according to the topology of the network, but some exist for a wide range of net-
work conditions. 

In [28], the same kind of example is used, but in addition to the two service priori-
ties, there is a blocking priority, resulting in 4 different classes. This situation is interest-
ing, for some applications require small delays but can afford losses or, conversely, re-
quire no or very few losses but can afford delays. We then have four prices per byte pi,j, 0 
≤ i, j ≤ 1, where the first bit i means that the service priority flag is on or off and j gives 
the status of the no-drop flag. 
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4.3 Work by Honig and Steiglitz [31] 

In this model, K users are assumed to compete for a resource (possibly at the gate-
way of a network or directly at a switch, for instance) for the same type of traffic, mean-
ing the same type of QoS. User k wishes to send packets at rate λk, so that the total rate is 
Λ = ∑active k λk. The QoS perception is given by a function D(Λ). In [31], the delay repre-
sents the QoS, but other measures can be considered. A utility function uk(δ) is associated 
with user k, depending on the observed QoS δ. If the price per packet is P, user k trans-
mits his packets if and only if uk(δ) ≥ P. In equilibrium, the QoS announced by the net-
work must be what the user observes; that is, the following fixed-point equation must be 
satisfied: 

.
)(:

δλ
δ

=












∑

≥
k

Puk k

D  

Under some assumptions (uk monotonically decreasing and with limit 0 at +∞ and D 
strictly positive, finite, continuous, and monotonically increasing), it can be proved that 
there is a unique equilibrium for each price P. The idea is then to choose the price P that 
maximizes the revenue R = PΛ. Some examples are provided. 

As extensions, multiple priorities and time of day pricing are discussed. 

4.4 Work by Marbach [33-35] 

This work is devoted to DiffServ, where packet classes are served according to a 
given priority. Prices per sent-packet are static. Indeed, it is argued that, by charging for 
all submitted packets, users have an incentive to reduce their rates during periods of con-
gestion, as they pay for lost packets. 

The mathematical model considers a single link and is as follows. Time is discre-
tized, divided into slots. During each slot, the link has the ability the serve C packets. It 
is assumed that packets not served when the slot is lost. There are N different (and or-
dered) priority classes, where 1 is the lowest priority. R users are supposed to compete 
for link access. Let ui be the price charged for a class-i packet submitted for access (of 
course, ui < uj if i < j), and let dr(i) be the number of class-i packets that user r submits in 
a given time slot. User r’s whole allocation is given by the vector dr = (dr(1), …, dr(N)).  
The number of submitted class-i packets is ∑ =

=
R

r r idid
1

)()( , and d = (d(1), …, d(N)) 
is the aggregated allocation.   

Let i* be the priority class such that ∑∑ =+=
≥<

N

ii

N

ii
CidCid ** .)(and)(

1
 Packets  

with priority i > i* are served (say, with probability Ptr (i, d) = 1), those with priority i < i* 
are lost (say, with probability Ptr (i, d) = 0) and those of class i* are served with probabil-
ity  
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User r’s throughput is then 
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A utility function Ur(xr) is associated with user r. Ur is assumed to be increasing, 
bounded, strictly concave and twice differentiable. Users are assumed to play a 
non-cooperative game, where user r chooses allocation dr

* such that  

.)()(argmax
1

*










−= ∑
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N

i
irrrdr uidxUd

r
 

In equilibrium, this happens for all users. If we suppose without loss of generality that 
the total demand at price u1, D(u1), exceeds C, and that D(ui) > 0 ∀i, then 

• there exists an equilibrium. If there is a class i0 such that D(ui0) > C > D(ui0+1), then the 
equilibrium is unique.  

• )(* id r = 0 ∀i ∉ {i0, i0 + 1}; Ptr(i0, d*) ≥ ui0/ui0+1, where uN+1 = maxr U'r(0); and xr
* = 

Dr(u*) with u* = ui0/Ptr(i0, d*). 

In [35], the game is played dynamically. A gradient algorithm is used to prevent os-
cillations. In [33], the model is extended to bursty traffic.  

5. NON-POSTED PRIORITY PRICING 

5.1 Works by Mendelson and Whang [32], and by Ha [37] 
 
The works described here were not dedicated to Internet management. However, 

even if some points are not related to our concern, they are worth studying.   
Mendelson and Whang consider a pricing scheme for a multi-class M/M/1 queue 

(which can be easily extended to a M/G/1 queue if all job classes have the same coeffi-
cient of variation). Arrivals of class-i jobs (1 ≤ i ≤ R) to the system reflect the aggrega-
tion of infinitesimal users’ job flow. The arrival rate is λi. The value function of class-i 
jobs Vi(λi), representing the gross value gained by class-i users per unit of time, is as-
sumed to be differentiable, nondecreasing and concave on λi. λi and the “full price” z are 
related in the following way: λi = Di(z) = (1 − Fi(z))Λi, where Λi is the maximum poten-
tial arrival rate of class i and Fi() is the distribution function of the service valuation. 
Inverting this function, we have ).()( 1

iiii DV λλ −=′ Let λ = (λ1, …, λR). The total ex-
pected value function is  

.)()(
1
∑
=

=
R

i
iiVV λλ  

Each class-i job is characterized by a delay cost of vi per unit of time. Class-i jobs 
are assumed to be served following an exponential distribution with mean ci, and the 
priority policy of the server is assumed to be non-preemptive. It is also assumed, without 
loss of generality, that the classes are ordered from highest to lowest priority so that the 
expected average delay cost per unit time is minimized, i.e.,  
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The idea is to maximize the expected net value of the jobs processed by the system, 
i.e. to find 

,)()(max
1 
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where Li is the mean number of class-i jobs in the system in steady-state. The adminis-
trator sets the price vector  

p = (p1, …, pR), 

where pi is the price charged to a class-i job. If the class-i demand relationship (which is 
set such that, at equilibrium, the marginal value will be the same for joining and or not 
joining the system) is Vi'(λ) = pi + viWi(λ), then it is proved in [32] that the optimal price 
per class-i job is given by 
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where Wj is the expected delay of a class-j job and λ* maximizes (1). 
In the homogeneous case, i.e., c1 = … = cR, we have iSS
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λ  We can then explicitly  

get the optimal prices:  
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where 1−= k
q

k WW  is the expected waiting time of a class-k job in the queue and 
.011

*
1 === +++

q
RRR Wvλ  

The problem here is that the prices are determined on a centralized basis, which is 
practically irrelevant. More specifically, both the users and system administrator know (vi, 
Vi, ci) ∀i, but only the users know their real class membership. To cope with this problem, 
Mendelson and Whang consider priority-dependent pricing schemes. The idea is to ob-
tain a Nash equilibrium, i.e., a situation where no user, by unilaterally changing his own 
request, can increase his own net value. This property is decomposed in incen-
tive-compatibility, which means that it is in all users’ interest to classify their jobs ac-
cording to their correct priority classes, and optimality, which means that the resulting 
arrival rates maximize the expected net value of the system as a whole. Optimality and 
incentive-compatibility are obtained when the optimal prices are used in the homogene-
ous case and when a class-i user decides not to enter the system if 

0)}())((,0{min =−+
≤≤

i
'
ijijRji

VpWvp λλ  

and to join the system otherwise.  
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Unfortunately, incentive-compatibility is not valid in the heterogeneous case. The 
previous posted charging mechanism should take into account additional information, 
such as the actual processing time of the job. We then have a priority and time-dependent 
pricing scheme. If we have  

 
pi(t) = Ait + (1/2)Bt2 
 

with  

∑
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where ,
1

*2*∑ =
=

i

k kkiii cva λλ  then the pricing scheme is optimal and incentive- 
compatible. Note that it consists of a basic charge (corresponding to the lowest priority 
charge) and a priority surcharge (proportional to the processing time). 

In [37], A.Y. Ha extends the previous work to the case where service requirements 
are controllable by customers. Then, each customer decides whether to request service 
from the facility and, if it is desirable, determines his service requirement. Also investi-
gated is the case of the M/G/s processor sharing queue, for which the optimal prices are 
found to be two-parts linear in time in the system. The first-come-first served M/G/1 
queue is also studied, and a quadratic price is also obtained. 
 
5.2 Work by Gupta et al. 

 
In [30, 62], Gupta, Stahl and Whinston also develop a priority pricing scheme. They 

first argue that the posted priority pricing scheme of Bohn et al. may lack an incentive to 
provide multiple precedence networks (i.e., the providers may not be appropriately re-
warded), and they point out that we must look at the context in which the applications 
are used, not just categorize them. 

In [30], a four priority class model is introduced, where the highest priority is for 
real-time services with no tolerance of lost packets, the second class is for real-time ser-
vices that are relatively tolerant to lost packets and the two lowest priority classes for two 
levels of best effort service (to provide a finer division of delay requirements). In [62], 
the number of classes is kept general. 

The price at a particular server for a particular class is represented by the following 
system of equations: 

,]/])( ∑∑∑ Ω=
i j

ijlmij
l

Xlmk xDDqr
mkq

δ                                (2) 

where  
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• rmk(q) is the price of a job of size q at server m for priority class k, 
• Xmkq is the arrival rate of job of size q at server m in priority class k, 
• Ωl is a continuously differentiable, strictly increasing function of the arrival rate Xmkq 

and capacity vm which provides the waiting time at a server m for priority class l, 
• δij is the delay cost parameter of consumer i for service j,  
• xijlm is the flow rate of service j for consumer i with priority k at server m.  
 

]DΩl/DXmkq] is the derivative of the waiting time, and ∑i∑jδijxijlm is the accumulated 
delay cost of the system. This kind of priority pricing prevents the situation where the 
“highest priority can preempt all the available capacity” (as noted in [43]) in the case of 
posted priority of previous subsections. 

In [62], a general mathematical model is introduced, and it is shown that this choice 
maximizes a system-wide welfare stochastic allocation function. 

The prices are computed using the following iterative equation:  

,)1(ˆ 11 t
mk

t
mk

t
mk rrr αα −+= ++  

where 
 

• α is a real number between 0 and 1; the authors suggest taking α = 0.1; 
• 1ˆ +t

mkr  is the estimated new price at time t + 1 using Eq. (2); 
• t

mkr  is the implemented price during the time interval (t, t + 1).  
 
Many experiments were performed using a simulation platform. 

6. SMART MARKET: AUCTION IN THE NETWORK 

6.1 Smart Market of McKie-Mason and Varian [38, 39] 
 
In their paper on the history of the Internet, cost and pricing [38], McKie-Mason 

and Varian argue that posted priority pricing as described in section 4 is not a good solu-
tion. Indeed, if the network is at capacity, some users with high willingness-to-pay may 
be unable to access the network. Pricing based on the time of day attempts to achieve this 
goal but does not efficiently allocate the available bandwidth. 

McKie-Mason and Varian suggest the use of a “smart market,” which is actually a 
variation of the Vickrey auction. Each packet is given a bid representing the user’s will-
ingness to pay. The packets are given a priority at each node of the network according to 
this bid. Using the Vickrey auction, if the network is not congested, the price is zero 
whereas if there is congestion, the charge is based on the willingness-to-pay of the low-
est priority packet admitted.  

Unfortunately, the smart market concept is not an ideal solution. As noted in [38], 
the current TCP/IP version would not support a smart market. Moreover, it requires the 
use of complicated systems to conduct auctions for individual packets. The model was 
more an incentive for further research than a solution. 
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6.2 Progressive Second Price (PSP) Auction  
 
In [40-42, 63, 64], costly auctions for individual packets are replaced with auctions 

for bandwidth during specific intervals of time. A good analysis of this scheme based on 
game theory is provided, including fairness properties. As stated in [41], “in mar-
ket-based approaches, no precise model need be assumed [...], the seller does not require 
a priori demand information.” The behavior of the system is then essentially real-time, 
and not model-based. 

To briefly explain how this auction works, consider a single resource of capacity Q 
and I players competing for it. Player i’s bid is si = (qi, pi), where qi is the capacity the 
player i is looking for and pi is the unit price he is proposing. A bid profile is s = (s1, …, 
sI). Let s-i = (s1, …, si-1, si+1, …, sI) be the profile where player i’s bid is excluded from 
the game. For y ≥ 0, define  

.);(
,
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The progressive second price allocation rule gives to player i a bandwidth of 

ai(s) = min(qi, Qi(pi; s-i)) 

and sets the total cost to be 

)].;();0([)( iijijj
ij

i ssasapsc −−
≠

−=∑  

Thus, the highest bids are allocated the desired quantity, and the cost is given by the de-
clared willingness to pay (bids) of the users who are excluded by i’s presence. 

Assume that player i attempts to maximize his utility ui(s) = θi(ai(s)) − ci(s), where 
θi is the valuation function that player i gives to his allocation. Under some smoothness 
assumptions on θi and with a bid fee ε each time a player submits a bid, it is stated that if 
for all i player i bids (vi, wi = θ′i(vi)) with 
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where Qi(y; s-i) = [Q −∑pk>y,k≠i qk]+ and bi is the budget constraint, then convergence, effi-
ciency and fairness problems are solved (the property in [64] of the equal-bid case (when 
the total required bandwidth at this unit price is not available) does not occur in the PSP 
scheme). 

The game is extended in [41, 63] to networked auctions, and the same properties are 
obtained. In this networked game, players can be raw bandwidth sellers, end-users, or 
service providers buying and selling bandwidth to each other. Each player acts in the 
single node case, that is, tries to optimize his utility ,)( ∑−=

j
j

iiii caeu oθ  where ei is a  
function called the expected bottleneck depending on the type of player and ci

j is the total 
cost charged to player i by seller j.  
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In [65], simultaneous multi-unit descending-price auctions (or Dutch auctions) with 
different decreasing speeds are used. Indeed, the authors argue that, among other draw-
backs, in the PSP auction, each player splits equally his bid among links, which might 
not be correct (depending on the congestion levels). The mechanism allows each user to 
buy the same quantity of bandwidth in all the links. According to experimental results, 
social welfare is improved with respect to PSP. 

In [66], two new auction schemes are designed: the delta auction, which allows bids 
to take place continuously in order to prevent additive setup delays (at each node), and 
the Connection-Holder-is-Preferred-Scheme (CHiPS), based on the RSVP protocol, 
where holders of already running connections are preferred and are given a second 
chance if their actual bids are exceeded by new ones. 

7. EXPECTED CAPACITY [43] 

In [43], Clark also discusses how to charge the Internet. Like many authors, he ex-
amines more issues than he solves. One of his points about priority pricing is the follow-
ing: “the effect of priority queuing is to build up a queue of lower-priority packets which 
will cause packets in this class to be preferentially dropped due to queue overflow. While 
dropped packets will be retransmitted, the rate adaptation of TCP translates these losses 
into a reduction in sending packets for these flows of packets.” Moreover he says that 
there is no obvious way to relate a particular priority to a particular achieved service. He 
then introduces his notion of expected capacity. The mechanism works as follows. At the 
network access, packets are flagged (in or out) depending on whether the incoming 
stream is inside or outside of the profile of the expected capacity (without any traffic 
shaping). When there is a point of congestion, out-tagged packets receive a congestion 
pushback notification (dropping or explicit congestion notification (ECN)). During peri-
ods of congestion, each sender executes a TCP algorithm which receives a congestion 
indication when it exceeds its expected capacity and starts to send packets that are 
flagged out. 

As noted in [43], this scheme can also be implemented in a heterogeneous network 
of multi-provider Internets, where cooperating groups of providers make contracts to 
carry each other's traffic; when too many packets are marked according to the contract, 
they can be shifted out, or they can be charged according to some formula. Some dy-
namic tagging can also be implemented as is done in the case of smart markets by 
McKie-Mason and Varian. 

Unfortunately, some problems need to be solved before this scheme can be imple-
mented efficiently. First, depending on the application, the customer can be the sender or 
the receiver. The scheme previously described works if the customer is the sender. If he 
is the receiver, there is a need to design a complex protocol by means of which the 
sender is informed of the expected capacity contract, which can be also quite complex (to 
maintain flexibility of contracts). Second, what about multicast when each receiver has a 
different expected capacity? 
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8. CHARGING FOR ELASTIC TRAFFIC BASED ON 
THE TRANSFER RATE [1, 2, 45, 46, 48] 

8.1 Work by Kelly et al. 
 
The model presented here make it possible to combine different elastic traffic [1, 36, 

45], where the rates are proportional to the willingness of each user to pay. The model is 
as follows. Consider a set of J resources with a capacity of Cj for resource j. A route r is 
a non-empty subset of J, and R is the set of possible routes. Let Ajr = 1 if j ∈ r and 0 oth-
erwise, and define A as A = (Ajr). If each route is associated with a user r, let Ur(xr) be the 
utility function of the user when the flow rate is xr for user r. Ur is assumed to be an in-
creasing, strictly concave and continuously differentiable function. Let U = (Ur(.), r ∈ R) 
and C = (Cj, j ∈ J). From the system point of view, the idea is to maximize 

∑
∈Rr

rr xU )(                                                        (3) 

subject to Ax ≤ C and x ≥ 0. From the user point of view, the idea is to maximize 

( ) r
w

r wU
r

r −λ                                                        (4) 

over wr ≥ 0; here, the flow rate is xr = wrλr, where wr is the amount that user r is willing 
to pay per unit of time and λr is the charge per unit of flow and unit of time for user r. 
Assume that the network knows w = (wr, r ∈ R) and attempts to maximize  

∑
∈Rr

rr xw log                                                       (5) 

subject to Ax ≤ C and x ≥ 0. This last assumption is very convenient because it makes it 
possible to compute optimal flow rates very easily. Indeed, it is shown in [1, 36, 45] that 
there always exist vectors λ, w and x satisfying wr = xr/λr ∀r ∈ R such that wr maximizes 
(4), x maximizes (5) and x is the unique solution maximizing (3).  

It is also shown that the vector of rates x per unit charge is proportionally fair; that 
is, if x ≥ 0 and Ax ≤ C, and for any other feasible vector x*, the aggregate proportional 
change is zero or negative: 

.0
*

≤
−∑

∈Rr r

rr
r x

xx
w  

Even if solving this problem is mathematically tractable, the maximization of (5) 
needs to be done on a centralized basis, which is indesirable. In the following, how to 
proceed on a decentralized basis is explained. Consider the system of differential equa-
tions  
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where 
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is the shadow price per unit flow through j and pj(t) is the derivative of the rate at which 
a cost in incurred at resource j when the load through it is y. The motivation behind these 
equations is as follows. If resource j generates a continuous stream of feedback signal at 
rate ypj(y) when the total flow through resource j is y; then that resource j sends a pro-
portion xr/y of these feedback signals to a user r with a flow of rate xr through resource j; 
and that user r views each feedback signal as a congestion indication requiring some 
reduction of flow xr. It is, then, a flow-control algorithm. It is shown using Lyapunov 
functions that the system of differential equations has a unique value x such that xr = 
wr/∑j∈r µj arbitrarily closely approximates the optimization of problem (5). Some sto-
chastic perturbations of Eq. (6) are also analyzed in [45]. 

Eq. (6) shares several characteristics with TCP but also presents several differences 
as pointed out in [1]. In TCP, congestion is indicated by dropped or marked packets. 
There are, then, two multiplicative effects. In addition, it is shown that multiple TCP can 
be modeled by the system of differential equations 
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and can be viewed as acting as if the utility function of user r is 
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where Tr is the round trip time for the connection of user r and mr is a parameter which 
would inter alia be multiplied by m, the rate of additive increase, and make 1 − 1/2m the 
multiplicative decrease factor in Jacobson’s TCP algorithm. The stable point is then such 
that ∀r  
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where pr = ∑j∈r pj. Note that this conclusion cannot be reached when users or the network 
have routing choices. 

Each customer can use intelligent agents [67] in order to optimize his willingness to 
pay according to the network congestion status. 

In [50, 51], the necessary feedback to the users who adjust their rates is based on 
window-based congestion control, which is practically easy when connections use TCP. 
The method is proved to give optimal values. It is shown that the solution solves the 
same problem than the one of Kelly et al. Other implementations of the scheme are pre-
sented in [68-71] which give some scenarios and algorithms for user adaptation and 
network feedback signals for flow control. 
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8.2 Work by Low et al. 

In [2, 46, 48] Low et al. study the same kind of problem than Kelly et al. investi-
gated (mainly for ABR in ATM networks rather than for TCP on the Internet), and they 
obtain very similar solutions. The main difference is that in Low et al.’s work, users de-
cide on their rates and pay, whereas in Kelly et al.’ s work, users decide on their pay-
ments and receive what the network allocates. In addition, they use a decentralized algo-
rithm to set prices according to changing network conditions. As in the previous subsec-
tion, we have a set L of unidirectional links of capacities cl, l ∈ L, a set S of sources char-
acterized by utility function Us(xx) concave, with an increasing transmission rate xs. The 
system is willing to maximize 

∑
∈Ss

ss xU )(  

over xs subject to capacity constraints. The problem is also decomposed, and the follow-
ing synchronous algorithm is used in [48] 

1. Each link receives the rates xs(t) if s’s route is through link l.  
2. Each link l calculates its price pl(t + 1) for a unit of bandwidth (in order to optimize 

the benefits obtained) using the gradient projection algorithm  

pl(t + 1) = [pl(t) + γ(xl(t) − cl)]+,                                       (8) 

where γ is a stepsize. 
3. Each link communicates pl(t + 1) to each source whose route is through link l.  

Then, the algorithm for each source is as follows: 

1. Each source is fed back the price ps = ∑L(s) pl where L(s) is the set of links that s 
uses.  

2. The source then chooses then its transmission rate xs (in an interval (ms, Ms)) which 
maximizes its benefit: 

Us(xs) − ps(t) xs.  

3. These rates xs(t + 1) are sent to the links which again calculate new prices, and so 
on.  

The algorithm approaches a price vector (p*
l, l ∈ L) that aligns individual and system 

optimality with fairness properties. In [46], the gradient projection method is replaced 
with the Newton method, which typically converges much faster. Eq. (8) is, then, re-
placed with  

,)])()(()([)1( 1 +− −+=+ l
l

llll ctxtHtptp γ                                (9) 

where H is a Hessian matrix (see [46] for details). In [47], the equation is replaced with 

,)])()(()([)1( +−++=+ l
l

llll ctxtbtptp αγ                             (10) 

where αl is a constant and bl(t) is the buffer backlog at link l. 
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The model is extended to the asynchronous case, where the updates at the sources 
and the links are not synchronized, which better resembles reality of large networks. The 
communication between sources and links is also greatly simplified as follows. In [2], 
the links estimate source rates using local information without omitting the optimality 
property. In [47, 72], communication from links to sources is accomplished using the 
proposed ECN (Explicit Congestion Notification) bit in the IP header. These modifica-
tions lead to a flow control scheme called REM (Random Early Marking), a variant of 
RED, and a stochastic version of the previous algorithm: link l marks an arriving packet 
with probability ml(t) = 1 − Φ-p

l
(t) (with Φ > 1). This leads to ms(t) = 1 − Φ-ps(t). Inverting 

this equation, ps(t) is estimated by ))(ˆ1(log)(ˆ tmtp ss −−= Φ  where )(ˆ tms  is the frac-
tion of marked packets (known by usual acknowledgement). The stability, performance 
and robustness of this version of the algorithm is studied in [73] using a continuous time 
version of the dynamics. 

9. CONCLUSIONS 

In this paper, we have surveyed usage-based pricing schemes without bandwidth 
reservation, with an emphasis on mathematical models. All these schemes have their own 
advantages, ranging from implementation simplicity to fairness. An interesting problem 
would be to compare (mathematically and in practice) their respective costs and benefits 
on a simple network in order to see one which is likely to perform the best. 

Other issues are also worth studying. First, an interesting area of research is the 
pricing of Weighted Fair Queuing schemes. According to Clark [43], this mechanism 
would only achieve local equality inside one switch. This raises several questions. For 
example, in the multicast case, what does congestion along one path as to do in response 
to congestion along another? This also shows that the multicast case [74-76] needs more 
attention, which it received in [77], where pricing adaptation based on transfer rates is 
applied to multicast flows and fairness properties are obtained. Furthermore, as pointed 
out in [78], the optimality paradigm is not a panacea; more attention needs to be paid to 
architectures and structures. 
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