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Abstract We study in this paper a social welfare optimal congestion-

pricing scheme for multiclass queuing services which can be applied to

telecommunication networks. Most of the literature has focused on the

marginal price. Unfortunately, it does not share the total cost among the dif-

ferent classes. We investigate here an optimal Aumann-Shapley congestion-

price which verifies this property. We extend the work on the Aumann-

Shapley price for priority services, based on the results on the marginal

price: instead of just determining the cost repartition among classes for giv-

en rates, we obtain the rates and charges that optimize the social welfare.
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1 Introduction

During the last decade, the Internet has experienced a tremendous growth

of its traffic. The current flat-rate pricing scheme, adopted by most Internet

Service Providers (ISPs), is an incentive to overuse the network which drives

to congestion and reduces the Quality of Service (QoS). The future network

architecture will have to respond to different QoS requirements of different

types of applications. Architectures such as DiffServ proposal [4] deal with

this problem by assigning different priorities at each node of the network

and an adapted pricing scheme has to be associated with, otherwise a user

would always choose the service class providing the best QoS. So, using a

charging scheme can give rise to an efficient allocation of resources among

diverse and self-interested users. Indeed, users of a common facility impose

a cost on each other, that is known as the negative externality, or conges-

tion cost [3]. In general, this cost is based on the delay that is imposed

on users prior to the completion of their tasks. Most pricing models use

the marginal cost mechanism, which is a fundamental economic principle

[6], but presents the drawback of not sharing the costs among users [11].

In economic theory, there exists a cost-sharing model called the Aumann-

Shapley price mechanism which shares the total cost among participants.

This axiomatic approach to cost-sharing can be regarded as an extension

of the average cost pricing to the multi-product case [13]. The theory of

non-atomic games as developed by Aumann and Shapley was first applied

by Billera et al [1] to set fair telephone billing rates that share the cost of
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service among users. We are going to use this cost-sharing mechanism to

allocate congestion costs in multi-class priority services as done by Haviv

in [2]. We are going to extend the model of [2] based on the tremendous

literature about the marginal cost mechanism. Indeed, in [2], the arrival

rates were fixed and the cost repartition among classes was then computed.

First, as in [9], we determine the prices and rates maximizing the network’s

social welfare. In order to do that, we will introduce a function representing

how much a given class values its service rate, and a demand relationship

relating this rate to the actual charge. Then, we extend our result to a net-

work and to a dynamic pricing scheme, as proposed by Masuda et al. in [7]

for the marginal cost.

The paper is organized as follows. In Section 2, we describe the Aumann-

Shapley cost-sharing mechanism and its application to network pricing as

proposed by Haviv in [2] for given arrivals rates. Then we extend the re-

sults of [2] by applying the ideas used in the marginal cost literature. We

first consider in Section 3 the optimal Aumann-Shapley price, as in the

Mendelson’s approach [9] due to the introduction of a valuation function

and a demand relationship and we also obtain some incentive compatibility

results. We look in Section 4 at the Incentive Compatibility property in the

heterogeneous service case and present a solution to get it. Then, we study

two extensions in Sections 5 and 6: the time-dynamic pricing where the

user’s expectations are supposed to be Markovian and the general network
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case (following [7]). The conclusions and directions for future research are

given in Section 7.

2 The Aumann-Shapley cost-sharing mechanism applied to

network pricing

We first introduce the basic model in this section. Then, in the second step,

we present the Aumann-Shapley mechanism applied to this model to share

the total expected delay cost.

2.1 Queuing model

The model is a multi-class queue where we assume that arrivals are de-

composed into n classes. The arrival process of class-i customers follows

a Poisson process with rate λi, 1 ≤ i ≤ n, independent of other classes.

The processing requirement of a class-i job, τi, follows an exponential dis-

tribution with finite mean ci. Processing requirements are independent of

arrival processes, independent across jobs and identically distributed within

job classes. Each class-i job is characterized by a delay cost of vi per unit

of time representing how he feels a unit of delay. The model is based on a

non-preemptive priority rule where classes are sorted so that

v1

c1
≥ v2

c2
≥ . . . ≥ vn

cn
, (1)

assigning the highest priority to class 1, the second highest priority to class

2 and so on. Let Wi(λ) be the steady-state expected queuing delay of a
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class-i job when λ = (λ1, . . . , λn) is the vector of arrival rates. We have [5],

Wi(λ) =

∑n
j=1 c2

jλj

(1 −∑i−1
j=1 cjλj)(1 −∑i

j=1 cjλj)
+ ci. (2)

Define by Li(λ) the expected mean number of class-i jobs in the system. By

Little’s law, we have

Li(λ) = λiWi(λ).

The idea is to apply the Aumann-Shapley price mechanism to the global

cost function L(λ) defined by

L(λ) =
n∑

i=1

viλiWi(λ) (3)

which represents the total per time unit delay cost incurred by the jobs in

the system. Before doing that, we look in the next subsection at the defi-

nition and properties of the Aumann-Shapley cost-sharing mechanism in a

general economic context.

2.2 The Aumann-Shapley costs

Consider a general cost function F (.) : IRn → IR+ with F (0) = 0 and where

x = (x1, . . . , xn) ∈ IRn represents some levels of inputs (in full generality).

F is supposed to be differentiable and nondecreasing in all its variables. The

Aumann-Shapley mechanism is defined by several properties. These axioms

characterize this cost-sharing mechanism. The goal is to determine Pi(F, x),

the per-unit cost of level-i inputs associated with cost function F . We have:
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Axiom 1 (Cost-Sharing) For every x ∈ IRn,

n∑
i=1

xiPi(F, x) = F (x).

Note that xiPi(F, x) is class-i’s share of F (x). The total cost is shared be-

tween all input’s levels.

Axiom 2 (Additivity) If we have three cost functions F,G and H, such

that F + G = H, then,

∀i, Pi(F, x) + Pi(G, x) = Pi(H,x).

Axiom 3 (Positivity) If F is a cost function, then ∀x ∈ IRn,

∀i, Pi(F, x) ≥ 0.

Axiom 4 (Consistency) Let F be a cost function and G be another cost

function defined over IR, such that,

F (x1, . . . , xn) = G(
n∑

i=1

xi).

Then, for each i, 1 ≤ i ≤ n, we have

Pi(F, x) = P (G,

n∑
i=1

xi),

where P is the per-unit cost associated with cost function G. This means

that splitting commodities into irrelevant classifications has no effect on the

shares of the total cost.

Axiom 5 (Rescaling) Let F be a cost function and (λ1, . . . , λn) be n pos-

itive real numbers. Let G be another cost function defined by:

G(x1, . . . , xn) = F (λ1x1, . . . , λnxn).
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Then, for each i, 1 ≤ i ≤ n, we have:

Pi(G, x) = λiPi(F, (λ1x1, . . . , λnxn)).

Thus, changing the scale of a commodity yields an equivalent change in the

shares.

One can refer to [13] for different works on these axioms. In the following,

we obtain a characterization of the Aumann-Shapley cost.

Theorem 1 [10] There exists one and only one class-i unit cost mechanism

Pi(., .) which obeys the above five axioms. It is called the Aumann-Shapley

class-i unit cost mechanism, and it verifies

Pi(F, x) =
∫ 1

0

∂F

∂xi
(tx)dt, i = 1, . . . , n, (4)

for each cost function F which is differentiable, with F (0) = 0, and x ∈ IRn.

We also have the following result.

Theorem 2 [10] P (., .) is a price mechanism obeying Axioms 2-5 if and

only if there is a nonnegative measure µ on ([0, 1],B)(B is the family of

all Borel subsets of [0, 1]) such that for each cost function F and for each

x ∈ IRn,

Pi(F, x) =
∫ 1

0

∂F

∂xi
(tx)dµ(t), i = 1, . . . , n. (5)

This theorem defines a one-to-one mapping from the set of price mecha-

nisms obeying Axioms 2-5 onto the set of nonnegative measures on ([0, 1],B).
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Remark 1 Formula (5) asserts that the class-i unit costs are a weighted av-

erage of the marginal class-i cost of F along the segment [0, x]. The weights

are given by the measure µ. If the measure happens to be the Lebesgue

measure on [0, 1], then we obtain the Aumann-Shapley price mechanism (4)

and the Axiom 1 is verified. This cost-sharing mechanism is the uniform

average of all marginal costs along the segment [0, x].

Remark 2 If µ happens to be the atomic probability measure whose whole

mass is concentrated at the point t = 1, i.e., µ({1}) = 1, the associated price

mechanism is the marginal cost price [10]. Thus this price mechanism does

not verify the cost-sharing Axiom whereas the Aumann-Shapley does. This

result is important because most of congestion pricing schemes are based

on the marginal cost externality. The Aumann-Shapley cost-sharing pricing

scheme can be a fairer response than the marginal cost one.

2.3 Application to the delay cost

Now, we can apply Equation (4) to the delay cost function L to obtain

class-i’s share of total cost L(λ) per unit of arrival rate as in [2]:

PAS
i (L, λ) =

∫ 1

0

∂L

∂λi
(tλ)dt,

=
∫ 1

0

∂
∑n

j=1 vjλjWj

∂λi
(tλ)dt,

=
∫ 1

0

 n∑
j=1

vjλjt
∂Wj

∂λi
(tλ) + viWi(tλ)

 dt,
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PAS
i (L, λ) =

n∑
j=1

vjλj

∫ 1

0

t
∂Wj

∂λi
(tλ)dt + vi

∫ 1

0

Wi(tλ)dt. (6)

3 On the optimality of Aumann-Shapley cost

In this part, we extend [2] where the repartition was computed for fixed

arrival rates and we maximize the network value by determining the optimal

arrival rate. Then, thanks to a demand relationship, we obtain the optimal

price. As our aim is to maximize a notion of user’s satisfaction, we need

some informations about the service valuation. Class-i jobs are assumed

to have heterogeneous values, represented by a value function Vi(λi) which

specifies the gross value gained by systems users (in the aggregate) per unit

of time when the arrival rate of class-i jobs to the system is λi. For all i, the

value function Vi(.) is assumed to be increasing, differentiable and strictly

concave. One way to conceptualize this notion is to relate λi and the full

price z (as the charge plus the felt cost) by: λi = Di(z) = (1 − Hi(z))Λi

where Λi is the maximum potential arrival rate of class-i jobs and Hi(.) is the

distribution function of the service valuation [8]. Inverting this function, we

have the marginal value V ′
i representing the lowest service valuation among

the jobs entering the system is V ′
i (λi) = D−1

i (λi) [9].

Let λ = (λ1, . . . , λn). The total gross value of the system is

V (λ) =
n∑

i=1

Vi(λi).

The problem is to design a pricing scheme that maximizes the social welfare

which is the total gross value V (λ) minus the total expected delay cost L(λ).
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This decision problem can be formulated as

λ∗ = arg max
λ

(V (λ) − L(λ)) . (7)

Without pricing considerations, the marginal surplus of a class-i job is

expressed as:

V ′
i (λi) − viWi(λ).

A user will choose to submit a job if and only if its marginal value exceeds

its total cost, i.e. its surplus is nonnegative. The goal of the system is to

make sure that arrival rates maximize the social welfare of the system (E-

quation (7)). In order to do that, the system administrator sets unit-prices

p = (p1, . . . , pn) in accordance to the Aumann-Shapley price mechanism

considering the marginal surplus as the cost function. It yields

pi =
∫ 1

0

(V ′
i (λit) − viWi(λt))dt, (8)

giving prices in terms of rates. After straightforward manipulations, Equa-

tion (8) can be transformed so that rates are expressed in terms of prices,

giving the following demand relationship:

∫ 1

0

V ′
i (λt)dt =

Vi(λi)
λi

= pi + vi

∫ 1

0

Wi(λt)dt. (9)

Knowing the Vis and vis, prices can be anticipated so that demand (the

λis) is controlled. Note that (8) applies the AS mechanism to the marginal

surplus in order to control demand, whereas in Section 2.3 Equation (6), the

mechanism is applied to the total cost in order to share this cost between

users.
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In order to determine the optimal prices pi = p∗i (optimal in the sense

that the resulting arrival rates from (9) maximize the expected net value,

see [9]), we can thus find optimal rates λ∗ maximizing the social welfare (7)

and use (9) to determine the corresponding optimal prices p∗i .

We assume that the service requirements are homogeneous, i.e. c1 = . . . =

cn for all classes. In this homogeneous case we assume, without loss of

generality, that they are equal to one. Following (1) the classes are then

sorted such that the highest priority is assigned to the class with the highest

delay cost: v1 > v2 > . . . > vn.

Theorem 3 The optimal price per class-i job, i ∈ {1, . . . , n}, in the homo-

geneous case is given by

p∗
i =

n∑
j=1

vjλ
∗
j

∫ 1

0

t
∂Wj

∂λi
(λ∗t)dt (10)

=

n∑
j=1

vjλ
∗
j (− ln(1 − Sj))

(
1

λ∗
j Sj

+ 1li≤j

Sn(λ∗2
j − S2

j )

S2
j Sj−1λ∗2

j

+ 1li≤j−1

Sn(λ∗2
j − S2

j−1)

SjS2
j−1λ

∗2
j

)

+

n∑
j=1

vjλ
∗
j (− ln(1 − Sj−1))

(
− 1

λ∗
j Sj−1

+ 1li≤j
Sn

λ∗2
j Sj−1

+ 1li≤j−1
Sn

λ∗2
j Sj

)

+

n∑
j=1

vjλ
∗
j

(
1li≤j

Sn

λ∗
j Sj(1 − Sj)

− 1li≤j−1
Sn

λ∗
j Sj−1(1 − Sj−1)

)
.

with Sj =
∑j

i=1 λ∗
i and 1li≤j is the indicator function of the event {i ≤ j}.

Proof The ith first order condition for the maximization problem (7) is

V ′
i (λi) =

n∑
j=1

vj
∂Lj

∂λi
(λ). (11)

Furthermore, using the demand relationship (8), we obtain

1
λi

∫ λi

0

V ′
i (u)du =

∫ 1

0

V ′
i (λit)dt = pi + vi

∫ 1

0

Wi(λt)dt,
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=
∫ 1

0

n∑
j=1

vj
∂Lj

∂λi
(λt).

Thus, we get the optimal price p∗i ,

p∗i =
∫ 1

0

n∑
j=1

vj
∂Lj

∂λi
(λ∗t)dt − vi

∫ 1

0

Wi(λ∗t)dt.

As Li(λ) = λiWi(λ), a differentiation with respect to λi gives

∂Li

∂λi
(λ) = Wi(λ) + λi

∂Wi

∂λi
(λ) and

∂Lj

∂λi
(λ) = λj

∂Wj

∂λi
(λ) for j �= i,

hence

p∗ =
∫ 1

0

∑
j �=i

vjλ
∗
j t

∂Wj

∂λi
(λ∗t)dt + vi

∫ 1

0

(
Wi(λ∗t) + λ∗

i t
∂Wi

∂λi
(λ∗t)

)
dt

−vi

∫ 1

0

Wi(λ∗t)dt,

=
n∑

j=1

vjλ
∗
j

∫ 1

0

t
∂Wj

∂λi
(λ∗t)dt,

=
n∑

j=1

vjλ
∗
j

∫ 1

0

t

(
1

(1 − tSj)(1 − tSj−1)
+

1li≤jW
q
j

1 − tSj
+

1li≤j−1W
q
j

1 − tSj−1

)
dt,

with W q
j (λ∗t) =

t
∑n

i=1
λ∗

i

(1−tSj)(1−tSj−1)
waiting time without service requirements.

By partial fraction decomposition in terms of t, we obtain:

t

(1 − tSj)(1 − tSj−1)
=

1
λ∗

j (1 − tSj)
− 1

λ∗
j (1 − tSj−1)

,

tW q
j

1 − tSj
=

t2Sn

(1 − tSj)2(1 − tSj−1)
,

=
Sn

λ∗
jSj(1 − tSj)2

+
(λ∗2

j − S2
j )Sn

SjSj−1λ∗2
j (1 − tSj)

+
Sn

λ∗2
j (1 − tSj−1)

,
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and finally,

tW q
j

1 − tSj−1
=

t2Sn

(1 − tSj)(1 − tSj−1)2
,

= − Sn

λ∗
j Sj−1(1 − tSj−1)2

+
(λ∗2

j − S2
j−1)Sn

SjSj−1λ∗2
j (1 − tSj−1)

+
Sn

λ∗2
j (1 − tSj)

.

By a simple integration, we obtain the theorem.

The optimal price can be considered as the global uniform average of

the externality cost.

Remark One can see that using the Aumann-Shapley mechanism (6), we

have for a class-i job

Pi(L, λ∗) = p∗i + vi

∫ 1

0

Wi(λ∗t)dt,

=
n∑

j=1

vjλ
∗
j

∫ 1

0

t
∂Wj

∂λi
(λ∗t)dt + vi

∫ 1

0

Wi(λ∗t)dt,

= PAS
i (L, λ∗).

So the total cost per unit of arrival rate Pi(L, λ∗) is decomposed into a

charge (or price) p∗i and a global cost vi

∫ 1

0
Wi(λ∗t)dt endured (felt) by a

class-i job . The total delay cost incurred by the system is therefore shared

between all users (see Equation (6)). Remark again that we have applied

the AS price mechanism to the marginal surplus in order to provide the

demand relationship (relating rates and prices); then we have obtained that

the total delay cost incurred by the system is shared following the AS price

applied to this total delay cost function.
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Now, we can explore some properties about this cost-sharing model. We

assume that the system uses a non-preemptive priority discipline among

job classes. We look at the Incentive Compatibility property defined by

Mendelson and Whang in [9], by the fact that each user chooses his correct

priority class (as in traditional economic modelling). The total cost incurred

by a class-i job submitted to priority class j is made of the direct payment

pj for class j and a uniform average of delay cost perceived by class-i jobs

in class j:

P j
i (L, λ∗) = p∗j + vi

∫ 1

0

Wj(λ∗t)dt. (12)

The only difference here with respect to (9) is that users consider a uniform

average of delay cost instead of the marginal one, due to our controlled

demand relationship.

One can see that the cost given by the Aumann-Shapley mechanism is

P i
i (L, λ∗). A formalization of the property is the following.

Definition 1 A priority-dependent pricing scheme is said to be Incentive

Compatible if for all i ∈ {1, . . . , n},

i = argminj∈{1,...,n}P
j
i (L, λ∗),

meaning that ∀j �= i P i
i (L, λ∗) < P j

i (L, λ∗).

Thus if we have an incentive compatible pricing scheme, all users choose

their correct service priority class. That is, the overall optimum is a Nash
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equilibrium. We can prove that, in this homogeneous context, the optimal

pricing scheme (given by theorem 3) is incentive compatible.

Theorem 4 Let p∗ the optimal price vector given in theorem 3. Then, p∗

is incentive compatible.

Proof Consider a class-i job. We have to verify that for any k ∈ {1, . . . , n}\

{i}

Pi(L, λ∗) < P k
i (L, λ∗).

We have

Pi(L, λ∗) − P k
i (L, λ∗) = p∗i − p∗k + vi

∫ 1

0

(Wi(λ∗t) − Wk(λ∗t))dt,

where p∗i and p∗k are defined by theorem 3, so that

Pi(L, λ∗) − P k
i (L, λ∗) =

∫ 1

0

(
n∑

j=1

vjλ
∗
j t

∂Wj

∂λi
(λ∗t)

)
−
(

n∑
j=1

vjλ
∗
j t

∂Wj

∂λk
(λ∗t)

)
dt

+vi

∫ 1

0

(Wi(λ
∗t) − Wk(λ∗t))dt,

=

∫ 1

0

(p̂i(λ
∗t) − p̂k(λ∗t) + vi(Wi(λ

∗t) − Wk(λ∗t))) dt,

where p̂i =
∑n

j=1 vjλ
∗
j t

∂Wj

∂λi
(λ∗t). Mendelson and Whang proved in Theo-

rem 2 of [9] (considering the marginal cost mechanism) that,

p̂i(λ∗) + viWi(λ∗) < p̂k(λ∗) + viWk(λ∗),

for all k ∈ {1, . . . , n} \ {i}. This relation is also verified in λ∗t, i.e.

p̂i(λ∗t) + viWi(λ∗t) < p̂k(λ∗t) + viWk(λ∗t),

for all k ∈ {1, . . . , n} \ {i} and t ∈ [0, 1]. Therefore, by integration of a

positive function, we obtain the theorem.
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This theorem proves that in the context of homogeneous service require-

ments, the optimal pricing scheme define by theorem 3 is incentive compat-

ible.

Example We consider the same example as in [9] with two classes and

value functions

V1(λ1) = 9λ1 − 10λ2
1 and V2(λ2) = 12λ2 − 15λ2

2,

defined respectively on [0, 9/20] and [0, 0.4]. Let v1 = 2, v2 = 1 and consider

the homogeneous case with c1 = c2 = 1. The expected waiting time for each

job (given by Equation (2)) is :

W1(λ) =
λ1 + λ2

1 − λ1
+ 1,

W2(λ) =
λ1 + λ2

(1 − λ1)(1 − λ1 − λ2)
+ 1.

We study the incentive compatibility property in this example. In Table 1,

we display the total costs and prices obtained for the marginal cost and

the Aumann-Shapley cost-sharing mechanisms. We see that the optimal

Aumann-Shapley price is incentive compatible. The global cost is about

1.1415, so the total system cost for the optimal Aumann-Shapley price is

also 1.1415, but it is 1.99 for the marginal cost. Indeed, as explained in

[3], the marginal cost can over-estimate the total queuing delay. Thus the

externality cost is also over-evaluated.

The proportion of the total cost P 1
1 +P 2

2 (as the pricing scheme is incentive
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Marginal cost Aumann-Shapley

P 1
1 5.34 3.2604

P 2
1 5.71 3.3514

P 2
2 3.66 1.9597

P 1
2 3.78 1.9976

p∗
1 2.21 0.7345

p∗
2 1.61 0.568

Table 1 Total costs and prices for each classes.

compatible) for each class and each model are displayed in Table 2, indicat-

ing that the proportions among classes are different for the two mechanisms.

Marginal cost Aumann-Shapley

first class 59.3% 62.6%

second class 40.7% 37.4%

Table 2 Proportion of total cost for each class

4 Case of heterogeneous service times

In this Section, we extend the property of incentive compatibility to non-

homogeneous service requirements (different values of ci) as done in [9,

Section 3], for the marginal cost mechanism. First, consider the following
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example which is identical to the previous one but with two different service

requirements.

Example Consider a system that has two job classes with V1(λ1) = 9λ1 −

10λ2
1 for λ1 ∈ [0, 9/20] and V2(λ2) = 12λ2 − 15λ2

2 for λ2 ∈ [0, 0.4]. Let

v1 = 2, v2 = 1, c1 = 0.1 and c2 = 2. Then by optimizing the social welfare,

we obtain the optimal arrival rates λ∗
1 = 0.37 and λ∗

2 = 0.15. A substitution

in theorem 3 yields p∗1 = 0.52 and p∗2 = 2.76. Thus, we have the following

total costs from (12): P 1
1 (L, λ∗) = 1.53, P 2

1 (L, λ∗) = 8.07, P 2
2 (L, λ∗) = 5.42

and P 1
2 (L, λ∗) = 1.03. We can therefore conclude that a class-2 job will

prefer priority-class 1. In fact, this result comes from the lower price per

job, i.e. p∗1 < p∗2 for the first priority-class with a better rate for these jobs,

i.e. λ∗
1 > λ∗

2.

This example shows that the previous pricing scheme is not incentive

compatible in the non-homogeneous case. To prevent this problem, we de-

fine a Priority- and Time-Dependent pricing scheme. The model will now

condition the job charge pi(τi) on both its priority class-i and on its actual

processing time τi.

Let IE(pi(τi)) be the expected price over the random time τi. From the same

principles than in (8), we fix prices so that

IE(pi(τi)) =
∫ 1

0

(V ′
i (λit) − viWi(λt))dt,
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where, with respect to (8), the difference is the use of the average price

(since τi is unknown a priori). It then leads to the following relationship

Vi(λi)
λi

= IE(pi(τi)) + vi

∫ 1

0

Wi(λt)dt. (13)

Proposition 1 Let p∗i (τi) be defined by

p∗i (τi) = A′
iτi + 1/2B′τ2

i , (14)

with

A′
i(λ) =

 n∑
j=1

c2
jλ

∗
j

[ n∑
k=i

vk

(
1

ckSk(1 − Sk)

− (c2
kλ∗2

k − S2
k) ln(1 − Sk)

S2
kSk−1c2

kλ∗
k

− ln(1 − Sk−1)
c2
kλ∗

kSk−1

)
+

n∑
k=i+1

vk

(
1

ckSk−1(1 − Sk−1)
− (c2

kλ∗2
k − S2

k−1) ln(1 − Sk−1)
SkSk−1c2

kλ∗
k

− ln(1 − Sk)
c2
kλ∗

kSk

)]

and

B′(λ) = −
n∑

k=1

vk

(
ln(1 − Sk−1)

Sk−1
+

ln(1 − Sk)
Sk

)
,

with Sk =
∑k

i=1 ckλ∗
k. This pricing scheme is incentive compatible and op-

timal.

Proof In [9], it has been proved that the pricing scheme p̂∗i (τi) = Aiτi +

1/2Bτ2
i with

Ai(λ) =
ai

Si−1S
2

i

+
I∑

k=i+1

ak

(
1

S
2

k−1Sk

+
1

Sk−1S
2

k

)
,
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=
n∑

k=i

vkλ∗
k

 n∑
j=1

c2
jλ

∗2
j

1
(1 − Sk−1)(1 − Sk)2


+

n∑
k=i+1

vkλ∗
k

 n∑
j=1

c2
jλ

∗2
j

1
(1 − Sk−1)2(1 − Sk)


and

B =
I∑

k=1

vkλ∗
k

(1 − Sk−1)(1 − Sk)
,

with ai = viλ
∗
i

∑n
k=1 c2

kλ∗
k, is optimal and incentive-compatible in the non-

homogeneous marginal cost case. By a simple integration, it can be checked

that

A′
i =

∫ 1

0

Ai(uλ)du and B′ =
∫ 1

0

B(uλ)du.

We are going to show that

p∗i (τi) = A′
iτi + 1/2B′τ2

i

is incentive compatible and optimal using the results on the marginal cost.

We first prove the optimality of the price mechanism (14), and then we

verify the incentive compatibility property.

For the optimality, we just have to show that:

IE(p∗i (τi)) = p∗i , ∀i ∈ {1, . . . , n},

where p∗i is the optimal price given by theorem 3. Indeed, in average, the

arrival rates maximizing the net value of the system would be given by

λ∗ determined by (7). From the definitions of A′
i and B′, we can assure

that p∗i (t) is the uniform average of the priority and time dependent price
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mechanism p̂∗i of Mendelson and Whang [9, page 879]

p∗i (t) =
∫ 1

0

p̂∗i (uλ, t)du.

Thus we have

IE(p∗i (τi)) = IE

(∫ 1

0

p̂∗i (uλ, τi)du

)
,

=
∫ 1

0

IE(p̂∗i (uλ, τi))du,

=
∫ 1

0

p̂∗i (uλ)du, (from [9, page 879])

= p∗i .

The pricing scheme is optimal because the average price over periods for a

class-i job is the optimal price p∗i .

For the property of Incentive Compatibility we know, from [9], that the

marginal pricing scheme p̂∗i (λ, t) is incentive compatible,

p̂∗i (λ, t) + viWi(λ) ≤ p̂∗j (λ, t) + viWj(λ),

for all j ∈ {1, . . . , n} \ {i} and t ≥ 0. Again, this relation is also verified in

λu, i.e.

p̂∗i (λu, t) + viWi(λu) ≤ p̂∗j (λu, t) + viWj(λu),

for all j ∈ {1, . . . , n} \ {i}, t ≥ 0 and u ∈ [0, 1].

Hence, we obtain by a simple integration for all j ∈ {1, . . . , n} \ {i} and

t ≥ 0:

∫ 1

0

(p̂∗i (uλ, t) + viWi(uλ)) du ≤
∫ 1

0

(
p̂∗j (uλ, t) + viWj(uλ)

)
du,

p∗i (t) + vi

∫ 1

0

Wi(uλ)du ≤ p∗j (t) + vi

∫ 1

0

Wj(uλ)du.
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5 Dynamic pricing with Markovian expectations

We consider now a time-dynamic pricing scheme, where the arrival rates

vary over time in a single queue, and, without loss of generality, we assume

that its service rate is µ = 1. This time-dynamic extension is studied just

for one class of jobs for simplicity, but it can be extended to multi-class case

giving only more complex expressions.

We suppose that the rates are constant during small units of time. Time is

then divided into an infinite number of non-overlapping periods. Let λt be

the arrival rate during period t. At the end of a given period t, the price in

the next period t + 1 is computed on the basis of the arrival rate λt. The

price for the next period t+1 is determined by the optimal expression (10),

so that we have the following relation

p+
t+1 = p(λt), (15)

with

p(λt) = vλt

∫ 1

0

xW ′ (xλt) dx. (16)

The price over period t + 1 depends on the arrival rate for the previous

period t. Following [7] (where it is done for the marginal price), we consider

Markovian expectations so that the new arrival rate λt+1 is a fonction only

of the arrival rate from the previous period λt. We can then define the
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behavior function f as

λt+1 = f(λt). (17)

Fonction f is actually defined from the demand relationship. Again let

p =
∫ 1

0

(V ′(xλ) − vW (xλ))dx,

where the valuation at period t + 1 depends on the waiting time using the

rates obtained at period t. It gives the demand relationship

V (λt+1)
λt+1

= p + v

∫ 1

0

W (xλt)dx. (18)

Example We consider the example of an M/M/1 queue with jobs value

function V (λ) = 5λ − 4λ2 and v = 1. As we must verify the ergodicity

inequality λt < 1, we define for ε > 0 and for all periods t :

f̃(λt) =


ε if f(λt) < 0,

1 − ε if f(λt) > 1 − ε,

f(λt) otherwise,

in order to ensure that the rates are not negative or superior of the service

rate µ = 1 [7]. We set ε = 0.05. The demand relationship (18) is

V (λt+1) = λt+1

∫ 1

0

(λtxW ′(xλt) + W (xλt)) dx, (19)

with W (λ) = 1
1−λ , giving

V (λt+1) = λt+1W (λt) = λt+1
1

1 − λt
,
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so we obtain the relation

λt+1 =
1
4

(
5 − 1

1 − λt

)
= f(λt).

Figure 1 illustrates the instability of the arrival rate, therefore of the price

for this example.
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Fig. 1 Arrival rate with respect to time

Theorem 5 Consider an M/M/1 queue with single-class users, service re-

quirement µ = 1 and Markovian expectations defined by (15) and (??).

Then the system is stable, i.e. arrival rates converge, if and only if

v

(1 − λ∗)2
<

|v(1 − λ∗)λ∗V ′(v λ∗
1−λ∗ ) − (1 − λ∗)2V (v λ∗

1−λ∗ )|
v2λ∗2 , (20)

where λ∗ is the solution of the fixed point equation λ = f(λ) where f is

defined in (17).

Proof Using (18), we define the following function

U(λt+1) =
V (λt+1)

λt+1
= p + v

∫ 1

0

W i(x[λt+1|λt])dx,
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= p + v

∫ 1

0

W i(xλt)dx, (21)

= g(λt),

so that we have

λt+1 = U−1(g(λt)) = f(λt).

A condition for convergence is |f ′(λ∗)| < 1, with λ∗ solution of the fixed

point equation λ∗ = f(λ∗). The first derivative of the function f in the

optimal rate is

f ′(λ∗) = (U−1 ◦ g)′(λ∗),

= (U−1)′(g(λ∗))g′(λ∗).

But, using Equations (16) and (21),

g(λ∗) = vλ∗
∫ 1

0

t

(1 − tλ∗)2
dt + vλ∗

∫ 1

0

t

1 − tλ∗ dt = v
λ∗

1 − λ∗ ,

giving

g′(λ∗) =
v

(1 − λ∗)2
.

We have the relation between U and the value function V :

U ′(g(λ∗)) =
v(1 − λ∗)λ∗V ′(v λ∗

1−λ∗ ) − (1 − λ∗)2V (v λ∗
1−λ∗ )

v2λ∗2 ,

since U ′(λt+1) = V ′(λt+1)
λt+1

− V (λt+1)
λ2

t+1
. The condition |f ′(λ∗)| < 1 becoming

|g′(λ∗)| < |U ′(g(λ∗)|, we obtain the theorem.
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Example (continued) One can check that the optimal rate is λ∗ = 0.6096

by solving the equation f(λ) = λ. Then, if we look at the stability condition,

and we can see that |g′(λ∗)| = 1
(1−0.64)2 = 6.56 and |U ′(g(λ∗))| = 4 thus the

fixed point condition defined in theorem 5 is not satisfied.

Consider a second example with value function V (λ) = 5λ− 10λ2. We keep

all the other variables of the previous example. Here, the optimal rate is

λ∗ = 0.4285. If we look at the stability condition, we obtain |g′(λ∗)| =

1
(1−0.42)2 = 2.97 and |U ′(g(λ∗)| = 10 and thus Condition (20) is verified in

this case. We obtain, in Figure 2, the convergence of rates with respect to

the time.
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Fig. 2 Arrival rate with respect to time

6 Network extension

In this section, we explore another extension that is network modelling

based on [7]. We consider a network composed of K nodes indexed by
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k ∈ {1, 2, . . . ,K}. Jobs enter in the network through node k with rate

Λk. Arrivals of class-i jobs constitute a Poisson process with rate Λi and

the global vector of arrival rates is Λ = (Λ1, . . . , Λn). Each job has a route

within the network denoted by r which is a series of nodes it visits. All

jobs are stochastically identical in length and served in FCFS at each node.

The processing time at node k is exponentially distributed with rate µk.

We denote by Qi the transition matrix where Qi
k′,k is the probability that a

class-i job transits from node k′ to node k. The route for a class-i job is then

a random variable ri. The destination node of a class-i job is an absorbing

state in Qi. Also, we note qi the vector where qi
k is the probability that a

class-i job arrives to the network through node k. Denoting by Wk the ex-

pected waiting time at node k, the expected congestion cost of a class-i job

is vW i = vIE
(∑

k∈ri Wk

)
where the expectation is for the random route.

If we call λi
k the effective arrival rate of class-i jobs to node k, we have the

following relation between effective and external rates [7]:

λi = Λibi, (22)

with bi = qi(I − Qi)−1, λi = (λi
1, λ

i
2, . . . , λ

i
K), qi = (qi

1, q
i
2, . . . , q

i
K) and

where I is the identity matrix.

Let pi be the charge for a class-i job. According to the definition of this

prices in (8), the job arrival rate is determined by the demand relationship

∫ 1

0

(V i)′(Λit)dt =
V i(Λi)

Λi
= pi + v

∫ 1

0

W i(Λt)dt. (23)
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We then have the following proposition which gives the optimal price with

the last demand relationship.

Proposition 2 Considering demand relationship (23), the optimal price pi

for a class-i job is

pi(Λ∗) =
∑
k∈ri

bi
kpk(Λ∗), (24)

where Λ∗ is the vector of arrival rates optimizing the social welfare of the

system
∑

i(V
i(Λi) − vΛiW i(Λ)) and the optimal price at node k is

pk(Λ∗) = v
∑

i

(bi
kΛi∗)

∫ 1

0

tW ′
k

(
t
∑

i

bi
kΛi∗

)
dt.

In the case where node k is an M/M/1 queue with service requirement µk,

we have (in steady-state)

pk(Λ∗) =
v ln(

µk−
∑

i
(bi

kΛi∗)

µk
)∑

i bi
kΛi∗ +

v

µk −∑i bi
kΛi∗ . (25)

Proof The social welfare maximization is :

max
Λ

NV (Λ) = max
Λ

(∑
i

V i(Λi) −
∑

i

vΛiW i(Λ)

)
,

= max
Λ

(∑
i

V i(Λi) −
∑

k

v

(∑
i

bi
kΛi

)
Wk

(∑
i

bi
kΛi

))
,(26)

where we have

W i = IE

(∑
k∈ri

Wk

)
=
∑
k∈ri

bi
kWk and Wk(λ1, λ2, . . . , λK) = Wk

(
I∑

i=1

λi
k

)
,

because bi
k is the average number of visits to node k by a class-i job. The

first order condition for social welfare maximization Equation (26) gives:

(V i)′(Λi∗) = v
∑
k∈ri

bi
kWk

(
n∑

i=1

bi
kΛi∗

)
+
∑

k

v

(∑
i

bi
kΛi∗

)
bi
kW ′

k

(∑
i

bi
kΛi∗

)
.
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Using demand relationship (23), we then obtain

pi(Λ∗) =
∫ 1

0

∑
k

v

(∑
i

bi
kΛi∗t

)
bi
kW ′

k

(
t
∑

i

bi
kΛi∗

)
dt,

=
∑

k

bi
kv

(∑
i

bi
kΛi∗

)∫ 1

0

tW ′
k

(
t
∑

i

bi
kΛi∗

)
dt,

=
∑

k

bi
kpk(Λ∗).

We have:

W (λ) =
1

µ − λ
,

so the first derivative is

W ′(λ) =
1

(µ − λ)2
.

Therefore, if node k is an M/M/1 queue with arrival rate
∑n

i=1 λi
k which is

equal to
∑

i(b
i
kΛi) by employing relation (22), we have

W ′
k(t
∑

i

(bi
kΛi∗)) =

1
(µk − t

∑
i(b

i
kΛi∗))2

,

and thus we obtain:

pk(Λ∗) =
v ln(

µk−
∑

i
(bi

kΛi∗)

µk
)∑

i bi
kΛi∗ +

v

µk −∑i bi
kΛi∗ .

Example We consider a single user model and a single M/M/1 queue with

jobs value function V (Λ) = 5Λ− 4Λ2, µ = 1 and v = 1. We obtain that the

optimal arrival rate maximizing the social welfare, given by Equation (26)

is:

Λ∗ = 0.9322.
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The optimal price, given by proposition 2 is then:

p∗ = 11.9369.

7 Conclusions

This paper studies an optimal priority pricing scheme based on a cost-

sharing mechanism. We have modelled communication networks in a multi-

class context, as in the marginal cost sharing literature, and then we have

optimized the social welfare thanks to the optimal rates and prices. Finally,

we have extended the model to the heterogeneous, dynamic and network

cases.

As directions for future researches, we can apply our mechanism to different

general queuing disciplines or to the case of finite buffers as in [12]. Also we

could more specific in terms of Internet traffic classes and requirements.
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